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Abstract. We give existence results and a priori estimates for a semilinear elliptic problem of the form

$$
\left\{\begin{array}{lc}
-\Delta w=w^{Q}+\mu, & \text { in } \Omega \\
w=\lambda, & \text { on } \partial \Omega
\end{array}\right.
$$

where $Q>0$, and $\mu$ and $\lambda$ are nonnegative Radon measures in $\Omega$ and $\partial \Omega$, with $\int_{\Omega} \rho d \mu<+\infty$, where $\rho$ is the distance to $\partial \Omega$. We extend the results to the case of systems

$$
\left\{\begin{array}{lc}
-\Delta u=v^{p}+\mu, & -\Delta v=u^{q}+\eta, \quad \text { in } \Omega, \\
u=\lambda, \quad v=\kappa, & \text { on } \partial \Omega,
\end{array}\right.
$$

with $p, q>0$, with the same assumptions on $\eta$ and $\kappa$.

## 1. Introduction

Let $\Omega$ be a regular bounded domain of $\mathbb{R}^{N}(N \geq 3)$ with boundary $\partial \Omega$. In this article we look for nonnegative solutions of equation

$$
\begin{equation*}
-\Delta w=w^{Q}, \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

where $Q>0$, or nonnegative solutions of system

$$
\left\{\begin{array}{l}
-\Delta u=v^{p},  \tag{1.2}\\
-\Delta v=u^{q}, \quad \text { in } \Omega,
\end{array}\right.
$$

where $p, q>0$, singular at one point $a$ of $\Omega$, and more generally on some measurable subset of $\Omega$, with Dirichlet conditions. We also consider the case of singularities on the boundary. Our aim is to prove the existence of solutions,

[^0]generally nonradial, for given measure data at the singularities, and give a priori estimates, under some conditions of subcriticality or admissibility.

Let us recall some known results concerning equation (1.1). It admits a particular radial solution $w(r)=C r^{-2 /(Q-1)}$, with $C=C(N, Q)$ if and only if $Q>N /(N-2)$. In the so-called subcritical case

$$
\begin{equation*}
Q<N /(N-2), \tag{0}
\end{equation*}
$$

such a solution does not exist. P.L. Lions in [15] has shown that all the solutions, singular at one point $a$ of $\Omega$, behave like a multiple of the fundamental solution $E_{a}$ associated to the linear problem, i.e.,

$$
\left\{\begin{array}{cc}
-\Delta E_{a}=\delta_{a}, & \text { in } \Omega,  \tag{1.3}\\
E_{a}=0, & \text { on } \partial \Omega,
\end{array}\right.
$$

where $\delta_{a}$ is the Dirac mass at $a$. Moreover he constructed solutions of (1.2) for $Q \neq 1$ which are singular at point $a \in \Omega$, satisfying

$$
\left\{\begin{array}{lc}
-\Delta w=w^{Q}+\alpha \delta_{a}, & \text { in } \Omega,  \tag{1.4}\\
w=0, & \text { on } \partial \Omega,
\end{array}\right.
$$

where the equation holds in $\mathcal{D}^{\prime}(\Omega)$. Such solutions exist for any $\alpha>0$ small enough if $Q>1$, for any $\alpha>0$ if $Q<1$. The value $N /(N-2)$ is sharp: if $Q \geq N /(N-2)$ such solutions do not exist. There also exist singular solutions, which behave like the particular solution. Their singularity is weaker, so that is not seen in the equation in $\mathcal{D}^{\prime}(\Omega)$.

Consider now more generally the problem

$$
\begin{cases}-\Delta w=w^{Q}+\alpha \mu, & \text { in } \Omega,  \tag{1.5}\\ w=0, & \text { on } \partial \Omega,\end{cases}
$$

where $\mu$ is a nonnegative Radon measure in $\Omega$, and $\alpha>0$. Baras and Pierre [4] have extended the existence results to the case where $\mu>0$ is bounded, for $1<Q<N /(N-2)$, and recently Amann and Quittner [2] showed the possible existence of two solutions. To our knowledge, no existence result was given when $\mu$ is unbounded, and no a priori estimates, even in the case where $\mu$ is bounded. In the supercritical case $Q \geq N /(N-2)$, as shown in [4], there can exist some measures $\mu$, which will be called $Q$-admissible in $\Omega$, for which problem (1.5) admits a solution for $\alpha>0$ small enough, for example $\mu \in L^{r}(\Omega)$ for $r$ large enough. Such measures cannot be too concentrated.

Finally in the case of the boundary problem

$$
\left\{\begin{array}{lc}
-\Delta w=w^{Q}, & \text { in } \Omega,  \tag{1.6}\\
w=\widetilde{\alpha} \lambda, & \text { on } \partial \Omega
\end{array}\right.
$$

where $\lambda$ is a bounded measure on $\partial \Omega$, Bidaut-Véron and Vivier [6] showed the existence for any $1<Q<(N+1) /(N-1)$, with the same conditions on $\widetilde{\alpha}$. And they gave an a priori estimate with respect to the measure $\lambda$. Their existence result is sharp when $\lambda$ is a Dirac mass at some point of $\partial \Omega$.

Now consider the system (1.2). It admits particular radial solutions in $\mathbb{R}^{N} \backslash\{0\}$ of the form $u(r)=A r^{-2(p+1) /(p q-1)}, v(r)=B r^{-2(q+1) /(p q-1)}$, where $A=A(N, p, q)$ and $B=B(N, p, q)$ if and only if

$$
\begin{equation*}
\min \left(\frac{p q-1}{2(p+1)}, \frac{p q-1}{2(q+1)}\right)>1 /(N-2) . \tag{1.7}
\end{equation*}
$$

This leads to defining a subcritical case, adapted to a point singularity, by

$$
\min \left(\frac{p q-1}{2(p+1)}, \frac{p q-1}{2(q+1)}\right)<1 /(N-2)
$$

which is equivalent to

$$
\begin{equation*}
\min (\mathbf{P}, \mathbf{Q})<\frac{N}{N-2}, \tag{0}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{P}=q \frac{p+1}{q+1}, \quad \mathbf{Q}=p \frac{q+1}{p+1} . \tag{1.8}
\end{equation*}
$$

Notice that $\min (\mathbf{P}, \mathbf{Q})>1$ if and only if $p q>1$. Without loss of generality it will be supposed in all the sequel that

$$
\begin{equation*}
p \leq q . \tag{1.9}
\end{equation*}
$$

It implies that $p \leq \mathbf{P} \leq \mathbf{Q} \leq q$ if $p q>1$. And $\left(\mathbf{S}_{0}\right)$ reduces to $\mathbf{P}<N /(N-2)$. In the case ( $\mathbf{S}_{0}$ ) the local behaviour was described in [11] in the radial case, and in [5] in the general case. Up to now, the existence of such singular solutions was studied only in the symmetric case of a ball $B(0,1)$ with a singularity at $\{0\}$, via the Schauder fixed-point theorem; see [11].

## 2. Statement of main Results

In Section 3, we consider the scalar case of equation (1.1). We first prove some preliminary results relative to the Green's function. They are the key tools for the construction of solutions, which we obtain by means of supersolutions. They complete results of [13], [7] and [6].

First we need some notation. Let $\rho(x)$ be the distance from any point $x \in \Omega$ to $\partial \Omega$. We denote by $\mathcal{M}(\Omega)$ and $\mathcal{M}(\partial \Omega)$ the spaces of Radon measures on $\Omega$ and $\partial \Omega$, and by $\mathcal{M}^{+}(\Omega)$ and $\mathcal{M}^{+}(\partial \Omega)$ the subsets of nonnegative
measures. For any $\mu \in \mathcal{M}(\Omega)$ such that $\int_{\Omega} \rho|d \mu|<+\infty$, we can define $\Phi=G(\mu)$ as the solution of the linear problem

$$
\begin{cases}-\Delta \Phi=\mu, & \text { in } \Omega, \\ \Phi=0, & \text { on } \partial \Omega,\end{cases}
$$

in the integral or the weak sense (see Section 3 and [6]). Let us denote for any $k \in[1,+\infty)$ and $\gamma \in[0,1]$

$$
L^{k}\left(\Omega, \rho^{\gamma} d x\right)=\left\{f \text { measurable on } \Omega: \int_{\Omega} \rho^{\gamma} f^{k} d x<+\infty\right\} .
$$

The main result of this section concerns nonnegative measures $\mu$ such that $\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1]$ :
Theorem 2.1. Let $\mu \in \mathcal{M}^{+}(\Omega)$. Let $\gamma \in[0,1]$ and $Q>0$. Assume that $\int_{\Omega} \rho^{\gamma} d \mu=1$ and

$$
Q<(N+\gamma) /(N-2+\gamma) .
$$

Then $G(\mu) \in L^{Q}\left(\Omega, \rho^{\gamma} d x\right)$, and

$$
\begin{equation*}
G\left(G^{Q}(\mu)\right) \leq C G(\mu) \quad \text { a.e. in } \Omega, \tag{2.1}
\end{equation*}
$$

where $C=C(N, Q, \gamma, \Omega, \mu)>0$ (independent of $\mu$ if $Q \geq 1$ ).
Inequality (2.1) is the key tool for later existence proofs, since it allows us to construct supersolutions of the equation. As a direct consequence, we get the following result, which, to our knowledge, is completely new when $\gamma \neq 0$.

Theorem 2.2. Let $\mu \in \mathcal{M}^{+}(\Omega)$ with $\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1]$. Assume ( $\boldsymbol{H} \gamma$ ), and $Q \neq 1$. Then problem (1.5) has at least one solution, for any $\alpha>0$ small enough if $Q>1$ (respectively for any $\alpha>0$ if $Q<1$ ), such that

$$
w \leq C G(\mu) \quad \text { a.e. in } \Omega,
$$

with $C=C(N, Q, \gamma, \Omega, \alpha, \mu)$. In particular $w \in L^{Q}\left(\Omega, \rho^{\gamma} d x\right)$.
This shows that the notion of subcriticality depends on the behaviour of the measure near the boundary, and more precisely on $\gamma \in[0,1]$. The critical value of $Q$ is $N /(N-2)$ only for bounded measures. If the measure $\mu$ only satisfies $\int_{\Omega} \rho d \mu<+\infty$, then it becomes $(N+1) /(N-1)$.

Then we prove a priori estimates for problem (1.5).
Theorem 2.3. Let $\mu \in \mathcal{M}^{+}(\Omega)$ with $\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1]$. If $Q$ satisfies ( $\boldsymbol{H} \gamma$ ), any solution $w \geq 0$ of problem (1.5) such that $w \in$ $L^{Q}\left(\Omega, \rho^{\gamma} d x\right)$ satisfies an estimate

$$
\begin{equation*}
G(\alpha \mu) \leq w \leq C(G(\alpha \mu)+\rho) \tag{2.2}
\end{equation*}
$$

almost everywhere in $\Omega$, where $C=C(N, Q, \Omega, \alpha \mu, w)$, independent of $w$ when $Q>1$.

As a consequence we get local estimates when $\mu$ has a compact support. The result covers in particular the local estimates of [15] for $\mu=\delta_{a}$. In the general case it is new, even when $\gamma=0$. We use a bootstrap technique as in [6] for problem (1.6). The main difficulty occurs in the case $\gamma \neq 0$, and the proof relies on fine regularity properties of the Green's operator in suitable weighted spaces.

Then we improve the estimates of Theorem 2.1: in particular when $Q>$ $2 /(N-2+\gamma)$ we show that

$$
\begin{equation*}
G\left(G^{Q}(\mu)\right) \leq C_{\varepsilon} G^{Q-2 /(N-2+\gamma)+\varepsilon}(\mu) \tag{2.3}
\end{equation*}
$$

in $\Omega$, for any $\varepsilon>0$ small enough and $C_{\varepsilon}$ depends on $\varepsilon$. This result allows us to make precise the behaviour of the solutions of (2.1), and it is crucial for the study of system (1.2). Using the same ideas, we can show that in the supercritical case $Q \geq(N+\gamma) /(N-2+\gamma)$, any function $h \in L^{r}\left(\Omega, \rho^{\gamma} d x\right)$ is $Q$-admissible in $\Omega$ if $r>1$ is large enough. This was first shown in [4] in the case $\gamma=0$ of bounded measures, but their proof was not extendable to the general case, and our result gives a larger class of admissible measures.

Finally, combining the results of this section with those of [6], we deduce existence results and estimates for the general problem

$$
\left\{\begin{array}{lc}
-\Delta w=w^{Q}+\alpha \mu, & \text { in } \Omega,  \tag{2.4}\\
w=\tilde{\alpha} \lambda, & \text { on } \partial \Omega,
\end{array}\right.
$$

with $\mu \in \mathcal{M}^{+}(\Omega)$ with $\int_{\Omega} \rho d \mu<+\infty$, and $\lambda \in \mathcal{M}^{+}(\partial \Omega)$ and $\alpha, \tilde{\alpha} \geq 0$, which cover in particular the results of [6].

In Section 4 we first study system (1.2) with measure data in $\Omega$ and Dirichlet conditions on $\partial \Omega$ :

$$
\begin{cases}-\Delta u=v^{p}+\alpha \mu, & \text { in } \Omega,  \tag{2.5}\\ -\Delta v=u^{q}+\beta \eta, & \text { in } \Omega, \\ u=v=0, & \text { on } \partial \Omega,\end{cases}
$$

where $\alpha, \beta \geq 0$ and $\mu, \eta \in \mathcal{M}^{+}(\Omega)$, possibly unbounded, with $\int_{\Omega} \rho d \mu+$ $\int_{\Omega} \rho d \eta<+\infty$. Our first result consists of proving existence in the subcritical cases:

Theorem 2.4. Let $\eta, \mu \in \mathcal{M}^{+}(\Omega)$ with $\int_{\Omega} \rho^{\gamma} d \eta+\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1]$. Assume that $p q \neq 1$ and

$$
\mathbf{P}=\min (\mathbf{P}, \mathbf{Q})<\frac{N+\gamma}{N-2+\gamma},
$$

$$
G(\mu) \in L^{q}\left(\Omega, \rho^{\gamma} d x\right)
$$

Then system (2.5) admits at least a solution for $\alpha, \beta \geq 0$ small enough of $p q>1$, for any $\alpha, \beta \geq 0$ if $p q<1$, such that

$$
\begin{gather*}
G\left(G^{q}(\alpha \mu)+\beta \eta\right) \leq v \leq C G\left(G^{q}(\mu)+\eta\right)  \tag{2.6}\\
G\left(\alpha \mu+G^{p}\left(G^{q}(\alpha \mu)+\beta \eta\right)\right) \leq u \leq C G\left(\mu+G^{p}\left(G^{q}(\mu)+G^{p}(\eta)\right)\right) \tag{2.7}
\end{gather*}
$$

where $C=C(N, Q, \Omega, \alpha, \mu, \beta, \eta)$. In particular $u^{q}, v^{p} \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$.
In the case of an isolated singularity at a point $a \in \Omega$, where $\mu=\eta=\delta_{a}$, Theorem 2.4 applies with $\gamma=0$. Condition $\left(\mathbf{C}_{0}\right)$ reduces to

$$
\begin{equation*}
q<N /(N-2) \quad \text { if } \alpha>0 \tag{2.8}
\end{equation*}
$$

It is well known that it is a necessary condition of existence, since $u \in$ $L_{l o c}^{q}(\Omega)$. Also the existence result is sharp, which means that $\left(\mathbf{S}_{0}\right)$ is also necessary. In the general case, the question is more complex. We prove in particular that existence of a solution of the scalar problem

$$
\left\{\begin{array}{l}
-\Delta \Phi=\Phi^{\mathbf{P}}+\varepsilon\left(G^{q}(\mu)+\eta\right), \quad \text { in } \Omega \\
\Phi=0, \quad \text { on } \partial \Omega
\end{array}\right.
$$

for small $\varepsilon>0$ implies existence for system $(2.5)$ for small $\alpha, \beta>0$. Conversely, existence for the system for small $\alpha, \beta>0$ implies existence of the scalar problem

$$
\left\{\begin{array}{l}
-\Delta \Psi=\Psi^{\mathbf{Q}}+\varepsilon\left(\mu+G^{p}(\eta)\right), \quad \text { in } \Omega \\
\Phi=0, \quad \text { on } \partial \Omega
\end{array}\right.
$$

Next we prove a priori estimates for the solutions:
Theorem 2.5. Let $\eta, \mu \in \mathcal{M}^{+}(\Omega)$ with $\int_{\Omega} \rho^{\gamma} d \eta+\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1]$. Assume that $(\boldsymbol{S} \gamma)$ holds. Then any solutions $u$ and $v$ of problem (2.5), such that $u^{q} \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$, satisfy estimates (2.6) and (2.7).

This result applies in particular to any solutions of the system under condition ( $\mathbf{S} 1$ ). The idea is to prove that under the assumption $(\mathbf{S} \gamma)$, the solutions satisfy a pointwise comparison property, namely

$$
u \leq G(\mu)+C_{\varepsilon} v^{p-2 /(N-2-\gamma)+\varepsilon}
$$

almost everywhere in $\Omega$, for any small $\varepsilon>0$ and for some $C_{\varepsilon}>0$, whenever $p>2 /(N-2-\gamma)$. Then we are reduced to a scalar inequality for the function $v$ of the form

$$
-\Delta v \leq C\left(v^{Q}+G^{q}(\mu)+\eta\right)
$$

where $Q$ is subcritical, so that we can use the results of Section 3. This type of result is much more general. In fact we prove a comparison property, available for any solutions $u$ and $v$ of the system, without assuming ( $\mathbf{S} \gamma$ ):

Theorem 2.6. Let $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu+\int_{\Omega} \rho d \eta<+\infty$. Let $u$ and $v$ be any solutions of system (2.5). Then

$$
\begin{equation*}
u \leq G(\alpha \mu)+\ell v^{(p+1) /(q+1)} \tag{2.9}
\end{equation*}
$$

almost everywhere in $\Omega$, with $\ell=((q+1) /(p+1))^{1 /(q+1)}$.
This result extends the preceding one of [5, Theorem 1.2] for that system, and its proof is delicate, because of the lack of regularity of the solutions.

Finally, we consider the general system

$$
\left\{\begin{array}{lc}
-\Delta u=v^{p}+\alpha \mu, & -\Delta v=u^{q}+\beta \eta,  \tag{2.10}\\
u=\tilde{\alpha} \lambda, \quad v=\tilde{\beta} \kappa & \text { on } \partial \Omega,
\end{array}\right.
$$

where $\lambda, \kappa \in \mathcal{M}^{+}(\partial \Omega)$ and $\tilde{\alpha}, \tilde{\beta} \geq 0$. We extend the previous results to system (2.10), in particular when (S1) holds.

All our results apply in particular to the biharmonic problem with unknown $u \geq 0$ superharmonic in $\Omega$ :

$$
\begin{cases}\Delta^{2} u=u^{q}+\beta \eta, & \text { in } \Omega, \\ u=\tilde{\alpha} \lambda, & \text { on } \partial \Omega,\end{cases}
$$

for any $q>0$, by taking $p=1, \mu=0$ and $\kappa=0$.

## 3. The scalar case

3.1. Weak solutions of the Laplace equation. Let $\mathcal{G}$ be the Green's function of the Laplacian in $\Omega$, defined on the set $\{(x, y) \in \bar{\Omega} \times \bar{\Omega}: x \neq y\}$. Let $\mathcal{P}$ be the Poisson kernel defined on $\Omega \times \partial \Omega$ by

$$
\mathcal{P}(x, z)=-\partial \mathcal{G}(x, z) / \partial n
$$

Let $B(x, r)$ the open ball of center $x$ and radius $r>0$.
Recall that any superharmonic function $U \geq 0$ in $\Omega$ satisfies $U \in L_{l o c}^{1}(\Omega)$. From the Herglotz theorem, there exist some unique $\mu \in \mathcal{M}^{+}(\Omega)$ and $\lambda \in$ $\mathcal{M}^{+}(\partial \Omega)$ such that $U$ admits an integral representation

$$
\begin{equation*}
U=G(\mu)+P(\lambda), \tag{3.1}
\end{equation*}
$$

where, for almost any $x \in \Omega$,

$$
\begin{equation*}
G(\mu)(x)=\int_{\Omega} \mathcal{G}(x, y) d \mu(y), \quad P(\mu)(x)=\int_{\partial \Omega} \mathcal{P}(x, z) d \mu(z) . \tag{3.2}
\end{equation*}
$$

Moreover, $\int_{\Omega} \rho d \mu<+\infty$. Conversely, for any $\mu \in \mathcal{M}(\Omega)$ such that $\int_{\Omega}$ $\rho d|\mu|<+\infty$ and $\lambda \in \mathcal{M}(\partial \Omega)$, the function $U$ defined by (3.1) lies in $L_{l o c}^{1}(\Omega)$, and satisfies the equation

$$
-\Delta U=\mu \quad \text { in } \quad \mathcal{D}^{\prime}(\Omega)
$$

We shall say that $U$ is the integral solution of the problem

$$
\left\{\begin{array}{lc}
-\Delta U=\mu, & \text { in } \Omega  \tag{3.3}\\
U=\lambda, & \text { on } \partial \Omega
\end{array}\right.
$$

It is also characterized as the weak solution of the equation, in the sense that $U \in L^{1}(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega} U(-\Delta \xi) d x=\int_{\Omega} \xi d \mu-\int_{\partial \Omega} \frac{\partial \xi}{\partial n} d \lambda \tag{3.4}
\end{equation*}
$$

for any $\xi \in C_{0}^{1,1}(\bar{\Omega}) ;$ see [6]. We call $\lambda$ the trace of $U$ on $\partial \Omega$. Now for any superharmonic nonnegative function $U \in L^{1}(\Omega)$, and any $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty$ we will say that $-\Delta U \geq \mu$ in the weak sense if

$$
\begin{equation*}
\int_{\Omega} U(-\Delta \xi) d x \geq \int_{\Omega} \xi d \mu \tag{3.5}
\end{equation*}
$$

for any nonnegative $\xi \in C_{0}^{1,1}(\bar{\Omega})$. It implies that $U \geq G(\mu)$.
Now we set for any $k \in[1,+\infty)$ and $\gamma \in[0,1]$,

$$
W^{1, k}\left(\Omega, \rho^{\gamma} d x\right)=\left\{f \in L^{k}\left(\Omega, \rho^{\gamma} d x\right):|\nabla f| \in L^{k}\left(\Omega, \rho^{\gamma} d x\right)\right\},
$$

and $W_{0}^{1, k}\left(\Omega, \rho^{\gamma} d x\right)$ is the completion of $\mathcal{D}(\Omega)$ in $W^{1, k}\left(\Omega, \rho^{\gamma} d x\right)$ with its usual norm. Recall that $W_{0}^{1, s}\left(\Omega, \rho^{\sigma} d x\right) \subset L^{k}\left(\Omega, \rho^{\tau} d x\right)$ whenever $1 \leq s \leq k$ with $N / k-N / s+1 \geq 0$ and $(N+\tau) / k-(N+\sigma) / s+1 \geq 0$, and the injection is compact when $N / k-N / s+1>0$ and $(N+\tau) / k-(N+\sigma) / s+1>0$; see [12, Theorems 19.10, 19.11].

Let us recall some continuity properties of the Green's and Poisson operator $G$ and $P$, proved in [6] in weighted spaces. For simplification we consider only nonnegative powers of $\rho$. We refer to [6] for more precise results and estimates in Marcinkiewicz spaces.
(P1) $G$ is bounded from the set $B_{\gamma}=\left\{\mu \in \mathcal{M}(\Omega): \int_{\Omega} \rho^{\gamma} d|\mu|<+\infty\right\}$, into $L^{k}\left(\Omega, \rho^{\tau} d x\right)$ for any $\tau \in[0, \gamma N /(N-2))$ if $\gamma \neq 0$, for $\tau=0$ if $\gamma=0$, and any $k \in[1,(N+\tau) /(N-2+\gamma))$.
$(\mathbf{P} 2) G$ is bounded from $B_{\gamma}$ into $W_{0}^{1, s}\left(\Omega, \rho^{\sigma} d x\right)$ for any $\sigma \in[0, N \gamma /(N-1))$ if $\gamma \in(0,1)$, for any $\sigma \in(0, N /(N-1))$ if $\gamma=1$, for $\sigma=0$ if $\gamma=0$, and any $s \in[1,(N+\sigma) /(N-1+\gamma))$. As a consequence, if $\left(\mu_{n}\right)$ is bounded in $B_{\gamma}$ and converges weakly to $\mu$, then $G\left(\left(\mu_{n}\right)\right)$ converges strongly to $G(\mu)$ in $L^{k}\left(\Omega, \rho^{\tau} d x\right)$ for any $\tau \in[0, \gamma N /(N-2))$ if $\gamma \neq 0, \tau=0$ if $\gamma=0$, and any $k \in[1,(N+\tau) /(N-2+\gamma))$.
(P3) $P$ is bounded from $\mathcal{M}(\partial \Omega)$ into $W^{1, s}\left(\Omega, \rho^{\sigma} d x\right)$, for any $\sigma>0$ and $s \in[1,(N+\sigma) / N)$. Hence if $\lambda_{n}$ converges weakly to $\lambda$, then $P\left(\lambda_{n}\right)$ converges strongly to $P(\lambda)$ in $L^{k}\left(\Omega, \rho^{\tau} d x\right)$ for any $\tau \geq 0$ and $k \in[1,(N+\tau) /(N-1))$.
3.2. Notion of solution of the semilinear problem. Let $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty$, and $\alpha \geq 0$. We will say that $w \geq 0$ is a solution of problem (1.5) if $w$ is superharmonic, with trace 0 on $\partial \Omega$, such that $w^{Q} \in$ $L_{l o c}^{1}(\Omega)$ and

$$
-\Delta w=w^{Q}+\alpha \mu \quad \text { in } \quad \mathcal{D}^{\prime}(\Omega) .
$$

That means equivalently that $w^{Q} \in L^{1}(\Omega, \rho d x)$ and $w$ is a weak (or integral) solution of the problem.
Remark 3.1. When $\mu$ satisfies $\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1)$, the notion of a solution of problem (1.5) given above appears to be too weak for obtaining a priori estimates. In that case we are led to assume that moreover $w^{Q} \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$. If ( $\left.\mathbf{H} \gamma\right)$ holds, this is equivalent to

$$
w \in W_{0}^{1, s^{*}}\left(\Omega, \rho^{\gamma} d x\right) \quad \text { with } \quad 1 / s^{*}=1 / Q+1 /(N+\gamma) .
$$

This concept of solution was also introduced in [2] in the case $\gamma=0$ of bounded measures.
3.3. Some concavity properties. Here we give some concavity lemmas that we shall use several times in the sequel.
Lemma 3.1. Let $w=G(h+\sigma)+P(\lambda)$, with $h \in L^{1}(\Omega, \rho d x), h \geq 0$, and $\sigma \in \mathcal{M}^{+}(\Omega), \int_{\Omega} \rho d \sigma<+\infty$, and $\lambda \in \mathcal{M}^{+}(\partial \Omega)$. Then for any $\theta \in(0,1)$, one has $\rho w^{\theta-1} h \in L^{1}(\Omega)$ and

$$
\begin{equation*}
-\Delta\left(w^{\theta}\right) \geq \theta w^{\theta-1} h, \tag{3.6}
\end{equation*}
$$

in the weak sense.
Proof. Let $h_{n}, \sigma_{n} \in \mathcal{D}(\Omega), \lambda_{n} \in C^{\infty}(\Omega), h_{n}, \sigma_{n}, \lambda_{n} \geq 0$ be such that $h_{n}$ converges strongly to $h$ in $L^{1}(\Omega, \rho d x), \sigma_{n}$ converges weakly to $\sigma, \lambda_{n}$ converges weakly to $\lambda$ and $\left\|\rho \sigma_{n}\right\|_{L^{1}(\Omega)} \leq \int_{\Omega} \rho d \sigma,\left\|\lambda_{n}\right\|_{L^{1}(\partial \Omega)} \leq \int_{\partial \Omega} d \lambda$. Let $w_{n}=$ $G\left(h_{n}+\sigma_{n}\right)+P\left(\lambda_{n}\right)$. Let $\varepsilon>0$. Then

$$
-\Delta\left(\left(w_{n}+\varepsilon\right)^{\theta}\right) \geq \theta\left(w_{n}+\varepsilon\right)^{\theta-1} h_{n},
$$

in the classical sense. Hence

$$
\int_{\Omega}\left(w_{n}+\varepsilon\right)^{\theta}(-\Delta \xi) d x \geq \theta \int_{\Omega}\left(w_{n}+\varepsilon\right)^{\theta-1} h_{n} \xi d x
$$

for any nonnegative $\xi \in C_{0}^{1,1}(\bar{\Omega})$, since $\lambda_{n} \geq 0$. Now $w_{n}$ converges to $w$ weakly in $L^{k}(\Omega)$ for any $k \in[1, N /(N-1))$, and after an extraction almost
everywhere in $\Omega$, from $(\mathbf{P} 1),(\mathbf{P} 2)$ and $(\mathbf{P} 3)$. Then $\left(w_{n}+\varepsilon\right)^{\theta}$ converges weakly in $L^{1 / \theta}(\Omega)$. And $\left(w_{n}+\varepsilon\right)^{\theta-1} h_{n} \leq \varepsilon^{\theta-1} h_{n} \xi$; hence we can pass to the limit and obtain

$$
\int_{\Omega}(w+\varepsilon)^{\theta}(-\Delta \xi) d x \geq \theta \int_{\Omega}(w+\varepsilon)^{\theta-1} h \xi d x .
$$

Now we go to the limit as $\varepsilon \rightarrow 0$ from the Fatou Lemma. Then $\xi w^{\theta-1} h \in$ $L^{1}(\Omega)$; hence $\rho w^{\theta-1} h \in L^{1}(\Omega)$, and we get (3.6).

The next lemma is a variant for measures of the result of [7, Lemma 5.4]. We give the proof for better comprehension.

Lemma 3.2. Let $h \in L^{1}(\Omega, \rho d x)$, with $h \geq 0$. Let

$$
z=G(\mu), \quad w=G(\eta),
$$

with $\mu, \eta \in \mathcal{M}^{+}(\Omega), \mu \neq 0, \int_{\Omega} \rho d \mu+\int_{\Omega} \rho d \eta<+\infty$, such that $-\Delta(w-z) \geq h$ in the weak sense. Let $\varphi$ be a concave nondecreasing $C^{2}$ function on $[0,+\infty)$, such that $\varphi(1) \geq 0$. Then $\varphi^{\prime}(w / z) h \in L^{1}(\Omega, \rho d x)$ and

$$
\begin{equation*}
-\Delta\left(z \varphi\left(\frac{w}{z}\right)\right) \geq \varphi^{\prime}\left(\frac{w}{z}\right) h, \tag{3.7}
\end{equation*}
$$

in the weak sense.
Proof. We can write $\eta=h+\mu+\sigma$, with $\sigma \in \mathcal{M}^{+}(\Omega)$. Let $h_{n}, \mu_{n}, \sigma_{n} \in \mathcal{D}^{+}(\Omega)$ such that $h_{n}$ converges strongly to $h$ in $L^{1}(\Omega, \rho d x)$, and $\mu_{n}, \sigma_{n}$ converges weakly to $\mu, \sigma$. Let

$$
z_{n}=G\left(\mu_{n}\right), \quad w_{n}=G\left(h_{n}+\mu_{n}+\sigma_{n}\right) .
$$

Then $z_{n}$ converges strongly to $G(\mu)$ in $L^{1}(\Omega), w_{n}$ converges to $w$ in $L^{1}(\Omega)$, and after an extraction almost everywhere in $\Omega$. Hence $z_{n}>0$ in $\Omega$ for large $n$. From concavity,

$$
-\Delta\left(z_{n} \varphi\left(\frac{w_{n}}{z_{n}}\right)\right) \geq \varphi^{\prime}\left(\frac{w_{n}}{z_{n}}\right)\left(h_{n}+\sigma_{n}\right) \geq \varphi^{\prime}\left(\frac{w_{n}}{z_{n}}\right) h_{n}
$$

in the classical sense (see [7]) since $\varphi(1) \geq 0$ and $\varphi^{\prime} \geq 0$. Also

$$
0 \leq z_{n} \varphi\left(\frac{w_{n}}{z_{n}}\right) \leq z_{n}\left(\varphi(0)+\varphi^{\prime}(0) \frac{w_{n}}{z_{n}}\right) \leq C\left(z_{n}+w_{n}\right),
$$

for some $C>0$. Then $z_{n} \varphi\left(w_{n} / z_{n}\right)$ converges in $L^{1}(\Omega)$. For any nonnegative $\xi \in C_{0}^{1,1}(\bar{\Omega})$ we have

$$
\int_{\Omega} z_{n} \varphi\left(\frac{w_{n}}{z_{n}}\right)(-\Delta \xi) d x \geq \int_{\Omega} \varphi^{\prime}\left(\frac{w_{n}}{z_{n}}\right) h_{n} \xi d x .
$$

Thus we can pass to the limit with Lebesgue's theorem and Fatou's lemma, which gives (3.7).
3.4. Green's properties. We begin by a simple result, with an elementary proof, which guides the whole study:
Lemma 3.3. Let $0 \leq Q<N /(N-2)$. Then $E_{a}^{Q} \in L^{1}(\Omega)$, and there exists $C_{a}=C_{a}(N, Q, \Omega, a)$ such that

$$
\begin{equation*}
G\left(E_{a}^{Q}\right) \leq C_{a} E_{a} \quad \text { in } \Omega \backslash\{a\} \tag{3.8}
\end{equation*}
$$

Proof. We have $|x-a|^{-(N-2) Q} \in L^{1}(\Omega)$; hence $E_{a}^{Q} \in L^{1}(\Omega)$, and $E_{a}(x) \leq$ $C|x-a|^{2-N}$ with $C=C(N)$. Denoting by $D$ the diameter of $\Omega$, the function

$$
x \longmapsto h(x)=\left\{\begin{array}{lc}
|x-a|^{2-(N-2) Q}, & \text { if } Q>2 /(N-2)  \tag{3.9}\\
D-|x-a|^{2-(N-2) Q}, & \text { if } Q<2 /(N-2) \\
\ln (D /|x-a|) & \text { if } Q=2 /(N-2),
\end{array}\right.
$$

satisfies $-\Delta h=C|x-a|^{-(N-2) Q}$ in $\mathcal{D}^{\prime}(\Omega)$, with $C=C(N, Q, \Omega)>0$; hence,

$$
\begin{equation*}
G\left(E_{a}^{Q}\right) \leq C h \leq C|x-a|^{2-N} \tag{3.10}
\end{equation*}
$$

with $C=C(N, Q, \Omega)>0$. Let $r>0$ be small enough, such that $X=$ $\bar{B}(a, r) \subset \Omega$. Then (3.8) holds in $X \backslash\{a\}$, since $|x-a|^{(N-2)} E_{a}$ is minorated on $X$. And

$$
\begin{equation*}
G\left(E_{a}^{Q}\right)(x) \leq C_{a} \rho(x) \leq C_{a} E_{a} \tag{3.11}
\end{equation*}
$$

in $\Omega \backslash X$, with another $C_{a}>0$, since $G\left(E_{a}^{Q}\right) \in C^{1}(\overline{\Omega \backslash X})$, and from the Höpf lemma. Hence (3.8) holds.

Now we prove Theorem 2.1, which gives a much stronger result than (3.8), but needs more precise estimates of the Green's function. It shows in particular that in Lemma 3.3 in fact $C_{a}$ does not depend on $a$.
Proof of Theorem 2.1. We have $G^{Q}(\mu) \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$ from [6], since $Q<$ $(N+\gamma) /(N-2+\gamma)$. First assume that $Q \geq 1$. We have

$$
G(\mu)(x)=\int_{\Omega} \mathcal{G}(x, y) d \mu(y)=\int_{\Omega} \frac{E_{y}(x)}{\rho^{\gamma}(y)} \rho^{\gamma}(y) d \mu(y)
$$

hence from the Jensen inequality,

$$
\begin{gathered}
G^{Q}(\mu)(x) \leq \int_{\Omega}\left(\frac{E_{y}(x)}{\rho^{\gamma}(y)}\right)^{Q} \rho^{\gamma}(y) d \mu(y) \\
G\left(G^{Q}(\mu)\right)(x) \leq \int_{\Omega} G\left(\left(\frac{E_{y}}{\rho^{\gamma}(y)}\right)^{Q}\right)(x) \rho^{\gamma}(y) d \mu(y)=\int_{\Omega} G\left(E_{y}^{Q}\right)(x) \rho^{\gamma(1-Q)}(y) d \mu(y)
\end{gathered}
$$

Now

$$
G\left(E_{y}^{Q}\right)(x) \rho^{\gamma(1-Q)}(y)=\int_{\Omega} \mathcal{G}(x, z) \mathcal{G}(y, z)\left(\frac{\mathcal{G}^{Q}(y, z)}{\rho^{\gamma}(y)}\right)^{Q-1} d z
$$

Also we have the estimate

$$
\begin{equation*}
\mathcal{G}(y, z) \leq C \min \left(|y-z|^{2-N}, \rho(y)|y-z|^{1-N}\right) \tag{3.12}
\end{equation*}
$$

with $C=C(N, \Omega)$ (see [6]), which implies

$$
\mathcal{G}(y, z) \leq C \rho^{\gamma}(y)|y-z|^{2-N-\gamma},
$$

with $C=C(N, \gamma, \Omega)$. Now recall the $3-G$ inequality (see [8]):

$$
\begin{equation*}
\frac{\mathcal{G}(x, z) \mathcal{G}(y, z)}{\mathcal{G}(x, y)} \leq C\left(|x-z|^{2-N}+|y-z|^{2-N}\right) \tag{3.13}
\end{equation*}
$$

where $C=C(N, \Omega)$. It implies

$$
G\left(E_{y}^{Q}\right)(x) \rho^{\gamma(1-Q)}(y) \leq C \mathcal{G}(x, y) I(x, y)
$$

with $C=C(N, Q, \gamma, \Omega)$, and

$$
\begin{aligned}
I(x, y) & =\int_{\Omega}|y-z|^{(2-N-\gamma)(Q-1)}\left(|x-z|^{2-N}+|y-z|^{2-N}\right) d z \\
& \leq \int_{\Omega}(|x-z|+|y-z|)^{2-N+(2-N-\gamma)(Q-1)} d z \leq C,
\end{aligned}
$$

and $C=C(N, Q, \gamma, \Omega)$, since $Q<(N+\gamma)(N-2+\gamma) \leq N /(N-2)$. Thus

$$
G\left(G^{Q}(\mu)\right)(x) \leq C \int_{\Omega} \mathcal{G}(x, y) d \mu(y) \leq C G(\mu)(x)
$$

Notice that $C=C(N, \Omega)$ when $Q=1$. Now assume $Q<1$. Then

$$
\begin{equation*}
G\left(G^{Q}(\mu)\right) \leq G(1)+G(G(\mu)) \tag{3.14}
\end{equation*}
$$

Now $G(1) \leq C \rho$ in $\Omega$, with $C=C(N, \Omega)$. Now considering a compact $K$ $\subset \Omega$ contained in the support of $\mu$, the restriction $\mu_{K}$ of $\mu$ to $K$ satisfies $G\left(\mu_{K}\right) \in C^{1}(\bar{\Omega} \backslash K)$ from [9, p. 578]. Then $G(\mu) \geq G\left(\mu_{K}\right) \geq C \rho$ in $\bar{\Omega} \backslash K$ from the Höpf lemma, with $C=C(N, \Omega, \mu)$. Then in turn $G(\mu) \geq C \rho$ in $\Omega$, with another $C>0$. Hence (2.1) follows.

Remark 3.2. Theorem 2.1 is true for more general second-order operators, namely those which satisfy the $3-G$ inequality.
3.5. First existence results. Here we prove Theorem 2.2, which means existence in the subcritical cases where $(\mathbf{H} \gamma)$ holds for some $\gamma \in[0,1]$. It is the direct consequence of Theorem 2.1 and the following general existence result, proved for example in [13], at least for $Q>1$. We give the detailed proof for a better comprehension of the sequel.

Theorem 3.4. Assume that for some $C_{0}>0$,

$$
\begin{equation*}
G\left(G^{Q}(\mu)\right) \leq C_{0} G(\mu) \tag{3.15}
\end{equation*}
$$

almost everywhere in $\Omega$. Then problem (1.5) admits a solution, for any $\alpha \geq 0$ small enough if $Q>1$, for any $\alpha \geq 0$ if $Q<1$.

Proof. One can assume $\alpha \neq 0$. Let $W=A_{0} G(\alpha \mu)$, where $A_{0}>0$ is a parameter. Then under the condition (3.15),

$$
G\left(W^{Q}+\alpha \mu\right) \leq\left(C_{0} A_{0}^{Q} \alpha^{Q}+\alpha\right) G(\mu),
$$

hence

$$
\begin{equation*}
W \geq G\left(W^{Q}+\alpha \mu\right) \tag{3.16}
\end{equation*}
$$

as long as

$$
\begin{equation*}
C_{0} A_{0}^{Q} \alpha^{Q-1}+1 \leq A_{0} . \tag{3.17}
\end{equation*}
$$

If $Q>1$, then (3.17) is satisfied for any $A_{0}>1$ and for small $\alpha$. If $Q<1$, the relation is satisfied for any $\alpha>0$, after choosing $A_{0}$ large enough. Now the existence of a supersolution in the sense of (3.16) implies the existence of a solution. Indeed by induction we can construct a nondecreasing sequence $\left(w_{n}\right)$ such that $w_{0}=\alpha G(\mu)$,

$$
w_{n}=G\left(w_{n-1}^{Q}\right)+\alpha G(\mu), \quad \forall n \geq 1
$$

and $w_{n} \leq W$. Then $\left(w_{n}\right)$ is bounded in $L^{1}(\Omega)$ from $(\mathbf{P} 1)$; hence, from the Beppo-Levy theorem, $w_{n} \rightarrow w$ and $w_{n}^{Q} \rightarrow w^{Q}$ in $L^{1}(\Omega)$ and almost everywhere in $\Omega$. Then $G\left(w_{n-1}^{Q}\right) \rightarrow G\left(w^{Q}\right)$ in $L^{1}(\Omega)$ from $(\mathbf{P} 1)$, so that $w$ is a solution of (1.5). And this solution satisfies

$$
\begin{align*}
& w \leq A_{0} G(\alpha \mu), \quad \text { if } Q>1,  \tag{3.18}\\
& w \leq \max \left(2 \alpha,\left(2 C_{0}\right)^{1 /(1-Q)}\right) G(\mu), \quad \text { if } Q<1, \tag{3.19}
\end{align*}
$$

where (3.19) follows by taking $A_{0}=\max \left(2,\left(2 C_{0}\right)^{1 /(1-Q)} / \alpha\right)$.

### 3.6. Necessary and sufficient conditions of existence.

Definition 3.1. For given $Q>0, Q \neq 1$, and $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega}$ $\rho d \mu<+\infty, \mu \neq 0$, we shall say that $\mu$ is $Q$-admissible in $\Omega$ if the problem (1.5) admits a solution for $\alpha \geq 0$ small enough.

When $Q<1$, and even any $Q<(N+1) /(N-1)$, any measure $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty$ is $Q$-admissible in $\Omega$ from Theorem 2.2. When $Q>1$, the condition (3.15) is a necessary condition of existence of a solution of problem (1.5) for $\alpha>0$ small enough, from [13]. In fact as in [7] we can obtain more precise results. We denote $Q^{\prime}=Q /(Q-1)$.

Proposition 3.5. If $Q>1$ and the problem (1.5) admits a solution, then

$$
\begin{equation*}
G\left(G^{Q}(\alpha \mu)\right) \leq \frac{1}{Q-1} G(\alpha \mu) \tag{3.20}
\end{equation*}
$$

Proof. The proof of [7] in the case $\mu \in L^{1}(\Omega, \rho d x)$ extends to the general case: we can suppose that $\alpha=1$ and $\mu \neq 0$. Assume that (1.5) admits a solution $w$. We can apply Lemma 3.2 to functions $w$ and $z=G(\mu)$, with $\varphi$ given by

$$
\varphi(s)= \begin{cases}\left(1-s^{1-Q}\right) /(Q-1), & \text { for } s \geq 1 \\ s-1, & \text { for } s<1\end{cases}
$$

Then

$$
\begin{equation*}
-\Delta\left(G(\mu) \varphi\left(\frac{w}{G(\mu)}\right)\right) \geq \varphi^{\prime}\left(\frac{w}{G(\mu)}\right) w^{Q}=G^{Q}(\mu) \tag{3.21}
\end{equation*}
$$

in the weak sense; hence

$$
\frac{1}{Q-1} G(\mu) \geq G(\mu) \varphi\left(\frac{w}{G(\mu)}\right) \geq G\left(G^{Q}(\mu)\right)
$$

Remark 3.3. Condition (3.15), equivalent to existence, implies that

$$
\begin{equation*}
G^{Q}(\mu) \in L^{1}(\Omega, \rho d x) \tag{3.22}
\end{equation*}
$$

Indeed we have $w^{Q} \in L^{1}(\Omega, \rho d x)$, and $w^{Q} \geq G^{Q}(\alpha \mu)$. Condition (3.22) is strictly weaker than (3.15). Indeed if $Q>N /(N-2)$, from [4], there exists a function $f \in L^{r}(\Omega)$ with $1 \leq r<N / 2 Q^{\prime}$, such that the corresponding equation has no solution. Hence $f$ does not satisfy (3.15), but $G(f) \in$ $W^{2, r}(\Omega)$; hence $G(f) \in L^{s}(\Omega)$ for any $1 \leq s<r N /(N-2 r)$. In particular we can choose $r$ such that $Q<r N /(N-2 r)$, since $Q>N /(N-2)$; hence $G^{Q}(f) \in L^{1}(\Omega)$.
Remark 3.4. Assume here that $Q>1$. Let us define

$$
K(\mu)=\sup _{x \in \Omega}\left|\frac{G\left(G^{Q}(\mu)\right)(x)}{G(\mu)(x)}\right|
$$

as in [7]. If problem (1.5) has a solution, then from (3.20),

$$
\begin{equation*}
\alpha \leq((Q-1) K(\mu))^{1 /(1-Q)} \tag{3.23}
\end{equation*}
$$

And reciprocally, if $\mu$ is $Q$-admissible in $\Omega$, taking $A_{0}=Q /(Q-1)$ in the proof of Theorem 2.2, we deduce that, for any $\alpha$ such that

$$
\begin{equation*}
\alpha<\left(Q C_{0}\right)^{1 /(1-Q)} / Q^{\prime} \tag{3.24}
\end{equation*}
$$

in particular for any $\alpha$ such that

$$
\begin{equation*}
\alpha<(Q K(\mu))^{1 /(1-Q)} / Q^{\prime} \tag{3.25}
\end{equation*}
$$

problem (1.5) admits at least a solution $w$ such that, from (3.18),

$$
\begin{equation*}
G(\alpha \mu) \leq w \leq Q^{\prime} G(\alpha \mu) \tag{3.26}
\end{equation*}
$$

In particular, under the assumptions of Theorem 2.1, using (2.1) we can take $C_{0}=C\left(\int_{\Omega} \rho^{\gamma} d \mu\right)^{Q-1}$, where $C=C(N, Q, \gamma, \Omega)$. Then condition (3.24) means that

$$
\begin{equation*}
\alpha \int_{\Omega} \rho^{\gamma} d \mu \leq C^{*} \tag{3.27}
\end{equation*}
$$

for some $\left.C^{*}=C^{*}(N, Q, \gamma, \Omega)\right)$ independent of $\mu$. We shall use this result in Section 3.8.
Remark 3.5. Other necessary and sufficient conditions for existence have been given in [4] and [13]: for given $Q>1$, a measure $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty, \mu \neq 0$, the following conditions are equivalent:
(i) $\mu$ is $Q$-admissible in $\Omega$,
(ii) (3.15) holds for some $C_{0}>0$,
(iii) $G^{Q}(\mu)$ is $Q$-admissible in $\Omega$,
(iv) there exists $C>0$ such that, for any $g \in L^{\infty}(\Omega)$ with compact support,

$$
\int_{\Omega} G(\mu) g d x \leq C \int_{\Omega} \frac{g^{Q^{\prime}}}{(G(g))^{Q^{\prime}-1}} d x
$$

(v) there exists $C>0$ such that, for any Borel set $A \subset \Omega$,

$$
\int_{A} \rho d \mu \leq C \operatorname{cap}(A)
$$

where $\operatorname{cap}(A)$ is the weighted capacity of the set $A$ defined by

$$
\operatorname{cap}(A)=\inf \left\{\int_{\Omega} g^{Q^{\prime}} d x: g \in L^{Q^{\prime}}(\Omega), g \geq 0, G(g) \geq \rho \text { on } A\right\} .
$$

Notice that the conditions (iv) or (v) are generally hard to verify. Obviously (ii) implies (iii). For proving that (iii) implies (i), one writes problem (1.5) in the form

$$
\begin{equation*}
w=\alpha G(\mu)+h, \quad-\Delta h=(h+G(\alpha \mu))^{Q}, \tag{3.28}
\end{equation*}
$$

and observes that the problem

$$
-\Delta h=M_{Q}\left(h^{Q}+G^{Q}(\alpha \mu)\right)
$$

admits a solution for $\alpha>0$ small enough, which is a supersolution of (3.28). We shall give a new example of $Q$-admissible measures in Section 3.8.
Remark 3.6. In Theorem 2.2, we have excluded the linear case $Q=1$. In that case, (3.15) is satisfied for some $C_{0}=C_{0}(N, \Omega)$ independent of $\mu$, from Theorem 2.1. Then a sufficient condition for existence (for any $\alpha \geq 0$ )
is that $C_{0}<1$. Denoting by $\lambda_{1}$ the first eigenvalue of $-\Delta$ with Dirichlet conditions, we have also a necessary condition: $\lambda_{1}>1$. Indeed let $\varphi_{1}>0$ be an eigenfunction for $\lambda_{1}$. If there exists a solution $w$, then

$$
\int_{\Omega} w\left(-\Delta \varphi_{1}\right) d x=\lambda_{1} \int_{\Omega} w \varphi_{1} d x=\int_{\Omega} w \varphi_{1} d x+\alpha \int_{\Omega} \varphi_{1} d \mu .
$$

3.7. A priori estimates. Now we prove a priori estimates. Clearly, estimate (3.18) is not sufficient, since we have no uniqueness of the solutions; see [2]. Our result concerns more generally subsolutions of the equation. The proof lies in a bootstrap technique. It is an adaptation to the interior problem of the one of [ 6 , Theorem 1.2] for the boundary problem (1.6). The main difficulties come in the case $\gamma \neq 0$.
Theorem 3.6. Let $\mu \in \mathcal{M}^{+}(\Omega)$ with $\int_{\Omega} \rho^{\gamma} d \mu<+\infty$ for some $\gamma \in[0,1]$. Assume that $(\boldsymbol{H} \gamma)$ holds. Let $w \geq 0$ be any function in $\Omega$, such that

$$
\begin{equation*}
w \leq G\left(w^{Q}+\alpha \mu\right) \tag{3.29}
\end{equation*}
$$

almost everywhere in $\Omega$, and $w \in L^{Q}\left(\Omega, \rho^{\gamma} d x\right)$. Then

$$
\begin{equation*}
w \leq C(G(\alpha \mu)+\rho), \tag{3.30}
\end{equation*}
$$

almost everywhere in $\Omega$, where $C=C\left(N, Q, \Omega, \alpha \mu,\|w\|_{L^{Q}\left(\Omega, \rho^{\gamma} d x\right)}\right)$.
Proof. One can assume $Q \geq 1$. Indeed if $Q<1$, then

$$
w \leq G(w+(1+\alpha \mu))
$$

so that we are reduced to the case $Q=1$ with measure $1+\alpha \mu$.
i) The case $\gamma=0$. That means $\mu$ is bounded. We can assume $\alpha=1$. Here we follow the technique of bootstrap of [15]. Let us set

$$
w_{1}=(w-G(\mu))^{+} \leq G\left(w^{Q}\right) ;
$$

hence $w \leq G(\mu)+w_{1}$. Now $w \in L^{Q}(\Omega)$ by hypothesis; hence $\mu+w^{Q}$ is a bounded measure. Then $w \in L^{s}(\Omega)$ for any $s \in[1, N /(N-2))$ from ( $\left.\mathbf{P} 1\right)$. Since $Q<N /(N-2), w^{Q} \in L^{k_{0}}(\Omega)$ for some $k_{0}>1$. We can choose $k_{0}$ such that

$$
N / 2 Q^{\prime}<k_{0}<\min (N / 2, N /(N-2) Q)
$$

Hence $G\left(w^{Q}\right) \in W_{0}^{2, k_{0}}(\Omega)$, and from the Sobolev injection, $w_{1}^{Q} \in L^{k_{1}}(\Omega)$, with

$$
k_{1}=N k_{0} /\left(Q\left(N-2 k_{0}\right)\right)
$$

Now $w^{Q} \leq M_{Q}\left(G^{Q}(\mu)+w_{1}^{Q}\right)$, with $M_{Q}=\max \left(1,2^{Q-1}\right)$; hence from (2.1),

$$
w_{1} \leq C\left(G\left(G^{Q}(\mu)\right)+w_{2}\right) \leq C_{1}\left(G(\mu)+w_{2}\right)
$$

where $w_{2}=G\left(w_{1}^{Q}\right)$; hence

$$
w \leq C_{1}^{\prime}\left(G(\mu)+w_{2}\right),
$$

and $w_{2} \in W_{0}^{2, k_{1}}(\Omega)$. By induction for any $n \geq 2$, we can define $w_{n}=G\left(w_{n-1}^{Q}\right)$ such that

$$
w_{n} \leq C_{n}\left(G(\mu)+w_{n+1}\right), \quad w \leq C_{n}^{\prime}\left(G(\mu)+w_{n+1}\right),
$$

where $C_{n}$ and $C_{n}^{\prime}$ depend only on $N, Q, \Omega$ and $\mu$. And $w_{n}^{Q} \in L^{k_{n}}(\Omega)$, till $k_{n-1}<N / 2$, with $k_{n}$ given by

$$
\begin{equation*}
k_{n}=N k_{n-1} /\left(Q\left(N-2 k_{n-1}\right)\right) . \tag{3.31}
\end{equation*}
$$

But the whole sequence $\left(k_{n}\right)$ is increasing to infinity: otherwise $k_{n} \rightarrow \ell=$ $N(Q-1) / 2 Q$, which is a contradiction, since $\ell<k_{0}$. Hence there exists some $n_{0}=n_{0}(N, Q)$ such that $w_{n_{0}} \in C^{0}(\bar{\Omega})$. Then

$$
\begin{equation*}
w \leq C_{n_{0}}^{\prime}(G(\mu)+G(1)) \leq C_{n_{0}}^{\prime \prime}(G(\mu)+\rho) \tag{3.32}
\end{equation*}
$$

in $\Omega$, and $C_{n_{0}}^{\prime \prime}$ depends on $N, Q, \Omega, \mu$, and $\left\|w^{Q}\right\|_{L^{1}(\Omega, \rho d x)}$, from (P1). Then (3.30) follows.
ii) The case $0<\gamma \leq 1$. Let $m \geq 2$ be some fixed integer such that

$$
\gamma / m<N+\gamma-(N-2+\gamma) Q
$$

Now $w^{Q} \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$ by hypothesis; hence $\int_{\Omega} \rho^{\gamma}\left(d \mu+w^{Q} d x\right)<+\infty$. Then from ( $\mathbf{P} 1), w \in L^{k}\left(\Omega, \rho^{\tau} d x\right)$, for any $k \in[1,(N+\tau) /(N-2+\gamma))$, and any $\tau \in[0, \gamma]$. For any $n \in[0, m]$, let

$$
\tau_{n}=\gamma(1-n / m) \in[0,1]
$$

Let $w_{0}=w$; hence

$$
w_{0}^{Q} \in L^{r_{0}}\left(\Omega, \rho^{\tau_{0}} d x\right), \quad \text { with } \quad 1<r_{0}<\left(N+\tau_{0}\right) /(N-2+\gamma) Q .
$$

Here again we define $w_{1}$ as above, and $w_{1} \leq w$, so that we can define $w_{2}=$ $G\left(w_{1}^{Q}\right)$ in $L^{1}(\Omega)$. Now $w_{1} \in L^{k}\left(\Omega, \rho^{\tau} d x\right)$ for any $k \in\left[1,(N+\tau) /\left(N-2+\tau_{0}\right)\right)$ and any $\tau \in\left[0, \tau_{0}\right]$. Taking $\tau=\tau_{1}$, we get

$$
w_{1}^{Q} \in L^{r_{1}}\left(\Omega, \rho^{\tau_{1}} d x\right), \quad \text { with } \quad 1<r_{1}<\left(N+\tau_{1}\right) /\left(N-2+\tau_{0}\right) Q,
$$

since $N+\tau_{1}-\left(N-2+\tau_{0}\right) Q=N+\gamma-(N-2-\gamma) Q-\gamma / m>0$. For any $n \leq m$, assume by induction that $w_{n-1}=G\left(w_{n-2}^{Q}\right)$ in $L^{1}(\Omega)$, and that $w_{n-1}^{Q} \in L^{r_{n-1}}\left(\Omega, \rho^{\tau_{n-1}} d x\right), \quad$ with $\quad 1<r_{n-1}<\left(N+\tau_{n-1}\right) /\left(N-2+\tau_{n-2}\right) Q$.

Then we can define $w_{n}=G\left(w_{n-1}^{Q}\right)$ in $L^{1}(\Omega)$, and, for any $k \in[1,(N+$ $\left.\left.\tau_{n}\right) /\left(N-2+\tau_{n-1}\right)\right)$, we have $w_{n} \in L^{k}\left(\Omega, \rho^{\tau_{n}} d x\right)$. Now

$$
\left(N+\tau_{n}\right)-\left(N-2+\tau_{n-1}\right) Q>(n-1)(Q-1) \gamma / m \geq 0
$$

hence

$$
w_{n}^{Q} \in L^{r_{n}}\left(\Omega, \rho^{\tau_{n}} d x\right), \quad \text { with } \quad 1<r_{n}<\left(N+\tau_{n}\right) /\left(N-2+\tau_{n-1}\right) Q .
$$

Now in case $n=m$, we have $\tau_{m}=0$. This proves that $w_{m}^{Q} \in L^{r_{m}}(\Omega)$, with $r_{m}>1$, and we are reduced to the first case: there exists an integer $n_{0}=$ $n_{0}(N, Q)$ such that $w_{n_{0}+m} \in C^{0}(\bar{\Omega})$. Then (3.30) follows again.

Now Theorem 2.3 follows.
Proof of Theorem 2.3. From Theorem 3.6, it remains to prove, as in [10], that for any solution $w$ of (1.5), $\left\|w^{Q}\right\|_{L^{1}\left(\Omega, \rho^{\gamma} d x\right)}$ is bounded independently of $w$ when $Q>1$. Let again $\varphi_{1}>0$ be an eigenfunction for $\lambda_{1}$. Then

$$
\int_{\Omega} w\left(-\Delta \varphi_{1}\right) d x=\lambda_{1} \int_{\Omega} w \varphi_{1} d x=\int_{\Omega} w^{Q} \varphi_{1} d x+\alpha \int \varphi_{1} d \mu,
$$

and the result follows from the Hölder inequality.
Notice that the assumption $w \in L^{Q}\left(\Omega, \rho^{\gamma} d x\right)$ in Theorem 2.3 is always satisfied when $\gamma=1$. In the case of measures with compact support, with $\gamma=0$, we can deduce local estimates for the solutions:
Theorem 3.7. Let $\mu \in \mathcal{M}^{+}(\Omega)$ with compact support K. Assume $\left(\boldsymbol{H}_{0}\right)$. Let $w \geq 0$ be any solution of the problem (1.5). Then for any regular domain $\Omega^{\prime}$ such that $K \subset \Omega^{\prime} \subset \subset \Omega$, there exists $C^{\prime}>0$ such that

$$
\begin{equation*}
w(x) \leq C^{\prime}(G(\alpha \mu)+1) \quad \text { a.e. in } \Omega^{\prime} . \tag{3.33}
\end{equation*}
$$

Proof. By hypothesis, we have

$$
-\Delta w=w^{Q} \quad \text { in } \mathcal{D}^{\prime}(\Omega \backslash K),
$$

and $w \in L^{k}(\Omega)$ for any $k \in[1, N /(N-2)$, from ( $\mathbf{P} 1)$, since $\mu$ is bounded. Then by the same bootstrap, we have $w \in C^{\infty}(\Omega \backslash K)$; hence $w$ is bounded on $\partial \Omega^{\prime}$. Let $y$ be harmonic in $\Omega^{\prime}$, such that $y=w$ on $\partial \Omega^{\prime}$, and let $z=w-y \geq 0$ in $\Omega^{\prime}$. Since $y$ is bounded, there exists $C^{\prime}>0$ such that

$$
\left\{\begin{array}{c}
-\Delta z=(z+y)^{Q}+\alpha \mu \leq C^{\prime} z^{Q}+\alpha \mu+C^{\prime} \quad \text { in } \mathcal{D}^{\prime}\left(\Omega^{\prime}\right) \\
z=0 \quad \text { on } \partial \Omega^{\prime} .
\end{array}\right.
$$

Hence from Theorem 3.6, denoting by $G^{\prime}$ the Greeen operator in $\Omega^{\prime}$

$$
z(x) \leq C^{\prime}\left(G^{\prime}(\alpha \mu)+1\right) \quad \text { in } \Omega^{\prime}
$$

with another $C^{\prime}>0$, which implies (3.33).
3.8. New Green's properties and existence results. In view of the study of systems with measures we need more precise properties of the functions $G$ and $P$. First let us improve Lemma 3.3.

Lemma 3.8. Under the assumptions of Lemma 3.3, we have

$$
\begin{equation*}
G\left(E_{a}^{Q}\right) \leq C_{a} E_{a}^{s} \tag{3.34}
\end{equation*}
$$

for any $s \in(0,1]$ such that $s \geq Q-2 /(N-2)$, with $C_{a}=C_{a}(N, Q, s, \Omega, a)$.
Proof. From (3.10) and (3.9), the inequality holds in $X=B(a, r) \subset \Omega$, since either $s \geq Q-2 /(N-2)>0$, or $s>0 \geq Q-2 /(N-2)$. And it holds from (3.11) in $\Omega \backslash X$, since $E_{a}^{s} \geq C_{a} \rho^{s} \geq C_{a} \rho$ in $\Omega \backslash X$, hence in $\Omega$. If $Q>2 /(N-2)$, we have more precisely

$$
G\left(E_{a}^{Q}\right)(x) \leq C_{a}|x-a|^{N-N-2) Q} E_{a} \quad \text { in } \Omega
$$

Now we will extend property (3.34) to measures, which is also an essential point for the study of the system.

Theorem 3.9. Let $\mu \in \mathcal{M}^{+}(\Omega)$. Let $\gamma \in[0,1]$ and $Q>0$. Assume that $\int_{\Omega} \rho^{\gamma} d \mu=1$ and $(\boldsymbol{H} \gamma)$ holds. Then for any s such that

$$
\begin{equation*}
\max \left(0, Q-\frac{2}{N-2+\gamma}\right)<s \leq 1 \tag{3.35}
\end{equation*}
$$

there exists $C=C(N, Q, \gamma, s, \Omega, \mu)>0$ (independent of $\mu$ if $Q \geq 1$ ), such that

$$
\begin{equation*}
G\left(G^{Q}(\mu)\right) \leq C G^{s}(\mu) \quad \text { a.e. in } \Omega \tag{3.36}
\end{equation*}
$$

Proof. Returning to the proof of Theorem 2.1 with $Q \geq 1$, we have seen that

$$
G\left(G^{Q}(\mu)\right)(x) \leq \int_{\Omega} G\left(E_{y}^{Q}\right)(x) \rho^{\gamma(1-Q)}(y) d \mu(y)
$$

Now let $s \in(0,1]$ be fixed. We now write

$$
\begin{aligned}
G\left(E_{y}^{Q}\right) & (x) \rho^{\gamma(1-Q)}(y)=\rho^{\gamma(1-Q)}(y) \int_{\Omega} \mathcal{G}(x, z) \mathcal{G}^{Q}(y, z) d z \\
& =\rho^{\gamma(1-s)}(y) \int_{\Omega} \mathcal{G}^{s}(x, z) \mathcal{G}^{s}(y, z) \mathcal{G}^{1-s}(x, z)\left(\frac{\mathcal{G}(y, z)}{\rho^{\gamma}(y)}\right)^{Q-s} d z
\end{aligned}
$$

Hence from (3.13) and (3.12),

$$
G\left(E_{y}^{Q}\right)(x) \rho^{\gamma(1-Q)}(y) \leq C \mathcal{G}^{s}(x, y) \rho^{\gamma(1-s)}(y) I_{s}(x, y)
$$

with $C=C(N, Q, \gamma, \Omega)$, and

$$
\begin{aligned}
& I_{s}(x, y) \\
& =\int_{\Omega}\left(|x-z|^{(2-N) s}+|y-z|^{(2-N) s}\right)|x-z|^{(2-N)(1-s)}|y-z|^{(2-N-\gamma)(Q-s)} d z \\
& \leq \int_{\Omega}(|x-z|+|y-z|)^{2-N+(2-N-\gamma)(Q-s)} d z \leq C,
\end{aligned}
$$

with $C=C(N, Q, \gamma, s, \Omega)$, since $s>Q-2 /(N-2+\gamma)$. Thus

$$
G\left(G^{Q}(\mu)\right)(x) \leq C \int_{\Omega} \mathcal{G}^{s}(x, y) \rho^{\gamma(1-s)}(y) d \mu(y)
$$

Hence from the Jensen inequality, since $s \leq 1$, and $\int_{\Omega} \rho^{\gamma} d \mu=1$,

$$
\begin{aligned}
G\left(G^{Q}(\mu)\right)(x) & \leq C \int_{\Omega}\left(\frac{\mathcal{G}(x, y)}{\rho^{\gamma}(y)}\right)^{s} \rho^{\gamma}(y) d \mu(y) \\
& \leq C\left(\int_{\Omega} \frac{\mathcal{G}(x, y)}{\rho^{\gamma}(y)} \rho^{\gamma}(y) d \mu(y)\right)^{s} \leq C G^{s}(\mu)(x)
\end{aligned}
$$

Now assume $Q<1$. Then

$$
G\left(G^{Q}(\mu)\right) \leq G(1+G(\mu)) \leq G(1)+C G^{s}(\mu) \leq C\left(\rho^{s}+G^{s}(\mu)\right) \leq C G^{s}(\mu)
$$

with $C=C(N, \Omega, \mu)$, from the Höpf lemma. Hence (3.36) follows.
Remark 3.7. Assume that $2 /(N-2)<Q<N /(N-2)$ and $\mu \in \mathcal{M}^{+}(\Omega)$ has a compact support $K$. Then we also get (3.36) with $s=Q-2 /(N-$ 2). Indeed we can suppose $\int_{\Omega} d \mu=1$. Then from (3.10) and the Hölder inequality,

$$
\begin{aligned}
& G\left(G^{Q}(\mu)\right)(x) \leq \int_{K} G\left(E_{y}^{Q}\right)(x) d \mu(y) \leq \int_{K} G\left(|x-y|^{(2-N) Q}\right)(x) d \mu(y) \\
& \leq C \int_{K}|x-y|^{(2-N) Q+2} d \mu(y) \leq C\left(\int_{K}|x-y|^{(2-N)} d \mu(y)\right)^{Q-2 /(N-2)}
\end{aligned}
$$

with $C=C(N, \Omega)$. Now if we consider a domain $\Omega_{K}$ such that $K \subset$ $\Omega_{K} \subset \subset \Omega$, we have $|x-y|^{(2-N)} \leq C_{K} \mathcal{G}(x, y)$, for any $x, y \in \Omega_{K}$, with $C_{K}=C_{K}(N, K, \Omega)$; hence with another $C_{K}$,

$$
\begin{equation*}
G\left(G^{Q}(\mu)\right)(x) \leq C_{K} G^{Q-2 /(N-2)}(\mu)(x), \tag{3.37}
\end{equation*}
$$

in $\Omega_{K}$. Since $\mu$ has a compact support, we have $G(\mu) \geq C_{K} \rho$ in $\bar{\Omega} \backslash K$. Moreover we can write $G^{Q}(\mu)=w_{1}+w_{2}$ with $w_{1} \in L^{1}(\Omega)$ with support in $K$ and $w_{2} \in L^{\infty}(\Omega)$. Hence $G\left(G^{Q}(\mu)\right) \in C^{1}(\bar{\Omega} \backslash K)$, so that $G\left(G^{Q}(\mu)\right) \leq C_{K} \rho$
in $\bar{\Omega} \backslash K$. Since $\rho \leq C \rho^{Q-2 /(N-2)}$, relation (3.37) is also true in $\bar{\Omega} \backslash K$, hence finally in $\Omega$.
Remark 3.8. Using Theorem 3.9 one can make precise the a priori estimates of Theorem 2.3 by an asymptotic expansion: under the assumptions of Theorem 2.3, any solution satisfies

$$
w-G(\alpha \mu) \leq C G^{s}(\alpha \mu),
$$

for some $C>0$, for any $s$ satisfying (3.35) since

$$
w=G(\alpha \mu)+G\left(w^{Q}\right) \leq G(\alpha \mu)+C G\left(G^{Q}(\alpha \mu)\right) .
$$

By iteration one can get a complete expansion of the solution.
Now we prove more general results also adapted to supercritical cases, with a quite different method.
Theorem 3.10. Let $\widetilde{Q}>0$ and $R \in[\widetilde{Q}, \widetilde{Q}+1), R \neq 1$.
(i) Let $\eta \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \eta<+\infty$ and $\eta$ is $R$-admissible in $\Omega$. Then there exists $C>0$ such that

$$
\begin{equation*}
G\left(G^{\widetilde{Q}}(\eta)\right) \leq C G^{s}(\eta) \tag{3.38}
\end{equation*}
$$

with $s=\widetilde{Q}+1-R$.
(ii) Let $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty$ and $G^{R / s}(\mu)$ is $R$-admissible in $\Omega$. Then $\mu$ is $(\widetilde{Q} / s)$-admissible in $\Omega$.

Proof. (i) When $R=\widetilde{Q}$, (3.38) follows from Theorem 2.1. Now suppose that $R \neq \widetilde{Q}$. Then $s \in(0,1)$. By hypothesis, the problem

$$
\begin{cases}-\Delta \Phi=\Phi^{R}+\varepsilon \eta, & \text { in } \Omega  \tag{3.39}\\ \Phi=0 & \text { on } \partial \Omega\end{cases}
$$

has a solution for $\varepsilon>0$ small enough, such that

$$
\Phi \leq C G(\varepsilon \eta),
$$

from Theorem 3.4. Let $\Psi=\Phi^{s}$. Then from Lemma 3.1, we have

$$
-\Delta \Psi \geq s \Phi^{s-1}(-\Delta \Phi) \geq s \Phi^{R+s-1}=s \Phi^{\widetilde{Q}},
$$

in the weak sense. Then $\Psi \geq s G\left(\Phi^{\widetilde{Q}}\right)$. And $\Phi \geq G(\varepsilon \eta)$; hence

$$
s G\left(G^{\widetilde{Q}}(\varepsilon \eta)\right) \leq \Phi^{s} \leq C^{s} G^{s}(\varepsilon \eta),
$$

which means

$$
\begin{equation*}
G\left(G^{\widetilde{Q}}(\eta)\right) \leq C G^{s}(\eta), \tag{3.40}
\end{equation*}
$$

with $C=C(N, \widetilde{Q}, R, \eta)$.
(ii) Take $\eta=G^{R / s}(\mu)$ in the preceding proof, and let $\Phi$ be the solution of (3.39). We set $F=\Psi+G\left(\varepsilon^{s / R} \mu\right)=\Phi^{s}+G\left(\varepsilon^{s / R} \mu\right)$. Then

$$
\begin{aligned}
-\Delta F & \geq \varepsilon^{s / R} \mu+s \Phi^{s-1}(-\Delta \Phi)=\mu+s \Phi^{s-1}\left(\Phi^{R}+\varepsilon G^{R / s}(\mu)\right) \\
& \geq \varepsilon^{s / R} \mu+C F^{(s-1) / s} F^{R / s},
\end{aligned}
$$

with $C=s M_{R / s}^{-1}$. Then F is a supersolution of the equation

$$
-\Delta w=C w^{\widetilde{Q} / s}+\varepsilon^{s / R} \mu .
$$

Then $\mu$ is $\widetilde{Q} / s$-admissible in $\Omega$.
Thus we find again Theorem 3.9 from Theorem 2.1 and the first part of Theorem 3.10. Indeed let us take $\widetilde{Q}=Q$, and $s$ satisfying (3.35), and $R=Q+1-s$. If $s \neq Q$, then $R \neq 1$. Then $R<(N+\gamma) /(N-2+\gamma)$, hence $\eta$ is $R$-admissible in $\Omega$ from Theorem 2.1, and $R \neq 1$; hence (3.40) holds. If $s=Q \leq 1$, we get the result as in Theorem 3.9.

Now the second part of Theorem 3.10 gives us an interesting result of existence in an uppercritical case:
Corollary 3.11. Let $Q \geq(N+\gamma) /(N-2+\gamma)$, with $\gamma \in[0,1]$. Let

$$
\begin{equation*}
r>(N+\gamma) / 2 Q^{\prime} . \tag{3.41}
\end{equation*}
$$

Then
(i) any measure $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty$ and $G^{Q}(\mu) \in L^{r}\left(\Omega, \rho^{\gamma} d x\right)$ is $Q$-admissible in $\Omega$,
(ii) any function $h \in L^{r}\left(\Omega, \rho^{\gamma} d x\right)$ is $Q$-admissible in $\Omega$.

Proof. (i) We have $Q>1$ and $r>1$. We apply the second part of Theorem 3.10 to $\mu$ with now $\widetilde{Q}=Q s$, and

$$
\begin{equation*}
s=\frac{1}{1+Q(r-1)} \quad \text { and } \quad R=Q s r=\widetilde{Q} r . \tag{3.42}
\end{equation*}
$$

From (3.41), $R$ is subcritical: $R<(N+\gamma) /(N-2+\gamma)$. Then $G^{R / s}(\mu)=$ $G^{Q r}(\mu) \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$. Hence $G^{R / s}(\mu)$ is $R$-admissible in $\Omega$, from Theorem 2.2. Then $\mu$ is $Q$-admissible in $\Omega$ from Theorem 3.10, since $Q=\widetilde{Q} / s$.
(ii) From Remark 3.5, $G^{Q}(\mu)$ is also $Q$-admissible in $\Omega$. Now the set $H$ of functions $h \in L^{r}\left(\Omega, \rho^{\gamma} d x\right)$ of the form $G^{Q}(\mu)$ is dense in $L^{r}\left(\Omega, \rho^{\gamma} d x\right)$, since $H$ contains the functions $\varphi^{Q}$ for any $\varphi \in \mathcal{D}^{+}(\Omega)$, and $\mathcal{D}^{+}(\Omega)$ is dense into $L^{Q r,+}\left(\Omega, \rho^{\gamma} d x\right)$. Then for any $h \in L^{r}\left(\Omega, \rho^{\gamma} d x\right)$ there exists $h_{n} \in H$ such that $h_{n} \rightarrow h$ in $L^{r}\left(\Omega, \rho^{\gamma} d x\right)$. Then for a given $\alpha>0$, there exists a function $w_{n}$ a solution of

$$
\left\{\begin{array}{lc}
-\Delta w_{n}=w_{n}^{Q}+\alpha h_{n}, & \text { in } \Omega, \\
w_{n}=0 & \text { on } \partial \Omega,
\end{array}\right.
$$

as long as $\alpha \int_{\Omega} \rho^{\gamma} h_{n} d x \leq C^{*}$, from (3.24), where $C^{*}=C^{*}(N, Q, \gamma, \Omega)$, in particular for $\alpha=C^{*} / 2 \int_{\Omega} \rho^{\gamma} h d x$ and $n$ large enough. Then

$$
G\left(G^{Q}\left(\alpha h_{n}\right)\right) \leq \frac{1}{Q-1} G\left(\alpha h_{n}\right),
$$

from Proposition 3.5, and $G\left(h_{n}\right) \rightarrow G(h)$ in $L^{1}(\Omega)$ from ( $\left.\mathbf{P} 1\right)$, and after an extraction almost everywhere. Hence we can go to the limit and get

$$
G\left(G^{Q}(\alpha h)\right) \leq \frac{1}{Q-1} G(\alpha h)
$$

so that $h$ is $Q$-admissible in $\Omega$ from Theorem 2.2.
Remark 3.9. In the case $\gamma=0$ of bounded measures, we get existence for any $\mu \in W^{-2, r}(\Omega)$. Thus we extend the existence result of [4, Corollary 3.2 for any $h \in L^{r}(\Omega)$, except for the critical case $r=N / 2 Q^{\prime}$ when $Q>$ $N(N-2)$. Here one can get the implication (i) $\Longrightarrow$ (ii) directly, since for any $h \in L^{r}(\Omega)$, we have $G(h) \in W^{2, r}(\Omega)$; hence $G(h) \in L^{r}(\Omega)$ from the Sobolev injection, since $r>N / 2 Q^{\prime}$.
3.9. Equation with interior and boundary measures. First we recall and extend the results of [6], which are the equivalent of Theorems 2.1, 2.2 and 2.3 at the boundary.

Theorem 3.12. (i) Let $\lambda \in \mathcal{M}^{+}(\partial \Omega)$. Assume that (H1) holds. Then $P(\lambda) \in L^{Q}(\Omega, \rho d x)$, and

$$
\begin{equation*}
G\left(P^{Q}(\lambda)\right) \leq C_{0} P(\lambda) \quad \text { a.e. in } \Omega \tag{3.43}
\end{equation*}
$$

for some $C_{0}>0$.
(ii) Let $\lambda \in \mathcal{M}^{+}(\partial \Omega)$ satisfying (3.43), and $Q \neq 1$. Then there exists a solution $w$ of problem (1.6), for any $\tilde{\alpha} \geq 0$, small enough if $Q>1$, such that

$$
\begin{equation*}
P(\tilde{\alpha} \lambda) \leq w \leq C P(\tilde{\alpha} \lambda) \quad \text { in } \Omega, \tag{3.44}
\end{equation*}
$$

and (3.43) is also a necessary condition for existence if $Q>1$.
(iii) When ( $\mathbf{H} 1$ ) holds, any solution of (1.6) satisfies the estimate

$$
\begin{equation*}
P(\tilde{\alpha} \lambda) \leq w \leq C(P(\tilde{\alpha} \lambda)+\rho) \quad \text { in } \Omega \text {. } \tag{3.45}
\end{equation*}
$$

Proof. These results follow from [6, Theorems 1.1 to 1.3 ] for $Q>1$, and in fact (3.43) holds also for $Q=1$. It remains true for $0<Q<1$, since

$$
G\left(P^{Q}(\lambda)\right) \leq G(1+P(\lambda)) \leq G(1)+C P(\lambda) .
$$

Now $G(1) \leq C \rho$ in $\Omega$, with $C=C(N, \Omega)$. And $P(\lambda) \geq C \rho$ in $\Omega$, with $C=C(N, \lambda, \Omega)$. The proofs of existence and a priori estimates can be extended as in Theorems 2.2 and 2.3.

Remark 3.11. For any $\lambda \in \mathcal{M}^{+}(\partial \Omega)$, and any $Q>0$, the existence implies that $P(\lambda) \in L^{Q}(\Omega, \rho d x)$, as in Remark 3.3.
Definition 3.2. For given $Q>0, Q \neq 1$, and $\lambda \in \mathcal{M}^{+}(\partial \Omega), \lambda \neq 0$, we shall say that $\lambda$ is $Q$-admissible on $\partial \Omega$ if the problem (1.6) admits a solution for $\tilde{\alpha} \geq 0$ small enough.

Now with the preceding result for the problem with an interior measure, we can consider more generally a problem with interior and boundary measures:

$$
\begin{cases}-\Delta w=w^{Q}+\alpha \mu, & \text { in } \Omega,  \tag{3.46}\\ w=\tilde{\alpha} \lambda & \text { on } \partial \Omega .\end{cases}
$$

Theorem 3.13. Let $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<+\infty$, and $\lambda \in \mathcal{M}^{+}(\partial \Omega)$, $\lambda, \mu \neq 0$, and $\alpha, \tilde{\alpha} \geq 0$. If $\mu$ is $Q$-admissible in $\Omega$ and $\lambda$ is $Q$-admissible on $\partial \Omega$, in particular if $(\boldsymbol{H} 1)$ holds, then problem (3.46) has a solution for $\alpha$ and $\tilde{\alpha}$ small enough, such that with another $C$

$$
\begin{equation*}
w \leq C(G(\mu)+P(\lambda)) . \tag{3.47}
\end{equation*}
$$

Moreover if (H1) holds, then any solution $w$ of problem (3.46) satisfies the estimate

$$
\begin{equation*}
G(\alpha \mu)+P(\tilde{\alpha} \lambda) \leq w \leq C(G(\mu)+P(\lambda)+\rho) \tag{3.48}
\end{equation*}
$$

where $C=C(N, Q, \Omega, \tilde{\alpha} \lambda, \alpha \mu)$.
Proof. In fact this problem can be reduced to an interior one. Let us set

$$
w=P(\tilde{\alpha} \lambda)+y .
$$

Then (3.46) is equivalent to

$$
\begin{cases}-\Delta y=(P(\tilde{\alpha} \lambda)+y)^{Q}+\alpha \mu, & \text { in } \Omega,  \tag{3.49}\\ y=0 & \text { on } \partial \Omega .\end{cases}
$$

Now (3.43) implies $P^{Q}(\lambda) \in L^{1}(\Omega, \rho d x)$ and

$$
\begin{equation*}
G\left(G^{Q}\left(P^{Q}(\lambda)\right)\right) \leq C G\left(P^{Q}(\lambda)\right) \tag{3.50}
\end{equation*}
$$

hence $P^{Q}(\lambda)$ is $Q$-admissible in $\Omega$, so that the problem

$$
\begin{cases}-\Delta z=M_{Q} z^{Q}+M_{Q} P^{Q}(\tilde{\alpha} \lambda)+\alpha \mu, & \text { in } \Omega,  \tag{3.51}\\ z=0 & \text { on } \partial \Omega,\end{cases}
$$

with $M_{Q}=\max \left(1,2^{Q-1}\right)$, admits a solution $z$, for $\alpha, \tilde{\alpha} \geq 0$ small enough if $Q>1$, for any $\alpha, \tilde{\alpha} \geq 0$ if $Q<1$. Moreover,

$$
\begin{equation*}
z \leq C G\left(P^{Q}(\lambda)+\mu\right) \leq C(P(\lambda)+G(\mu)) \tag{3.52}
\end{equation*}
$$

for some $C>0$, from Theorem 3.4. Then $z$ is a supersolution of problem (3.49). Then this problem admits a solution $y \leq z$. Hence problem (3.46)
has a solution satisfying (3.47). If (H1) holds, for any solution $w$ of (3.46), $y$ is a subsolution of (3.51); hence from Theorem (2.3) it satisfies

$$
y \leq C G\left(P^{Q}(\lambda)+\mu+\rho\right) \leq C(P(\lambda)+G(\mu)+\rho)
$$

and (3.48) follows.
Remark 3.12. Reciprocally, if problem (3.46) admits a solution with $\alpha, \beta>$ 0 , then (3.15) and (3.43) hold, since existence for $\alpha, \tilde{\alpha}>0$ implies existence for $\alpha>0, \tilde{\alpha}=0$ and $\alpha=0, \tilde{\alpha}>0$. Also (3.43) is equivalent to (3.50).

In other words, $\lambda$ is $Q$-admissible on $\partial \Omega$ if and only if $P^{Q}(\lambda)$ is $Q$ admissible in $\Omega$.

As in Section 3.8, we can improve (3.43):
Theorem 3.14. Let $\widetilde{Q}>0$ and $R \in[\widetilde{Q}, \widetilde{Q}+1), R \neq 1$.
i) Let $\lambda \in \mathcal{M}^{+}(\partial \Omega)$ such that $\lambda$ is $R$-admissible on $\partial \Omega$. Then there exists $C>0$ such that

$$
\begin{equation*}
G\left(P^{\widetilde{Q}}(\lambda)\right) \leq C P^{s}(\lambda) \quad \text { in } \Omega, \tag{3.53}
\end{equation*}
$$

with $s=\widetilde{Q}+1-R$. In particular if (H1) holds, then (3.53) holds for any $s \in(\max (0, Q-2 /(N-2), 1)]$.
ii) Let $\kappa \in L^{1 / s}(\partial \Omega)$ such that $\kappa^{1 / s}$ is $R$-admissible on $\partial \Omega$. Then $\kappa$ is $(\widetilde{Q} / s)$ admissible on $\partial \Omega$.

Proof. i) This estimate cannot be reduced to an interior one. We can assume $\lambda \neq 0$. From Theorem 3.12, for $\varepsilon>0$ small enough, the problem

$$
\left\{\begin{array}{l}
-\Delta \Phi=\Phi^{R} \quad \text { in } \Omega,  \tag{3.54}\\
\Phi=\varepsilon \lambda \text { on } \partial \Omega,
\end{array}\right.
$$

admits at least a solution such that $P(\varepsilon \lambda) \leq \Phi \leq C(P(\varepsilon \lambda)+\rho)$. Let again $\Psi=\Phi^{s}$. From Lemma 3.1, we still have $-\Delta \Psi \geq s \Phi^{\widetilde{Q}}$ in the weak sense. And $\Psi$ is superharmonic; hence from the Herglotz theorem, $\Psi \geq G(-\Delta \Psi)$. Then

$$
\varepsilon^{p} s G\left(P^{\widetilde{Q}}(\lambda)\right) \leq G(-\Delta \Psi) \leq \Phi^{s} \leq C^{s} P^{s}(\varepsilon \lambda)
$$

hence (3.53) follows as above.
ii) Let us set $\lambda=\kappa^{1 / s}$. Then problem (3.54) still admits a solution $\Phi$ for $\varepsilon>0$ small enough, and $\Psi=\Phi^{s} \geq s G\left(\Phi^{\widetilde{Q}}\right)=s G\left(\Psi^{\widetilde{Q} / s}\right)$ as above. Moreover $\Phi \geq P\left(\kappa^{1 / s}\right)$; hence from Jensen's inequality, $\Psi \geq P^{s}\left(\kappa^{1 / s}\right) \geq$ $(P(1))^{1-s} P(\kappa)$. Then

$$
\Psi \geq C_{\varepsilon}\left(G\left(\Psi^{\widetilde{Q} / s}\right)+P(\kappa)\right)
$$

for some $C_{\varepsilon}>0$. That means that $\Psi$ is a supersolution of the problem

$$
\left\{\begin{array}{l}
-\Delta h=C_{\varepsilon} h^{\widetilde{Q} / s} \text { in } \Omega  \tag{3.55}\\
\Phi=C_{\varepsilon} \kappa \quad \text { on } \partial \Omega
\end{array}\right.
$$

in the integral sense. Then this problem admits a solution; hence $\kappa$ is $(\widetilde{Q} / s)-$ admissible on $\partial \Omega$.

Remark 3.13. Here also one can give an expansion of the solutions by using Theorems 3.14 and 3.13.
Remark 3.14. If (H1) holds, we can make (3.53) precise for a pointwise singularity for any $a \in \partial \Omega$,

$$
\begin{align*}
G\left(P^{Q}\left(\delta_{a}\right)\right) & \leq C\left\{\begin{array}{lr}
|x-a|^{N+1-(N-1) Q} P\left(\delta_{a}\right) & \text { if } Q \geq 1 /(N-1) \\
\rho & \text { if } Q<1 /(N-1) \\
\rho(1+\ln (|x-a|) & \text { if } Q=1 /(N-1)
\end{array}\right. \\
& \leq P^{s}\left(\delta_{a}\right) \tag{3.56}
\end{align*}
$$

for any $s>0$ such that $s \in[Q-2 /(N-1), 1]$, with $C=C(N, \Omega, Q)$, independent of $a$. This was proved in [6] when $Q>1$, and the proof is similar when $Q \leq 1$.

At last Corollary 3.11 gives us an existence result for the boundary problem (1.6) in the supercritical case:

Corollary 3.15. Let $Q \geq(N+1) /(N-1)$ and $\lambda \in L^{\tau}(\partial \Omega)$ with

$$
\begin{equation*}
\tau>(N-1)(Q-1) / 2 \tag{3.57}
\end{equation*}
$$

Then problem (1.6) admits a solution for $\tilde{\alpha} \geq 0$ small enough.
Proof. Let us define $s, r$ and $R$ by

$$
s=\frac{1}{\tau}=\frac{1}{1+Q(r-1)}, \quad R=Q s r .
$$

We apply the second part of Theorem 3.14 to the measure $\lambda$, with $\widetilde{Q}=s Q$, and $R=Q s r=\widetilde{Q} r$. Assumption (3.57) reduces to $r>(N+1) / 2 Q^{\prime}$. Thus $R$ is subcritical: $R<(N+1) /(N-1)$. And $\lambda^{\tau} \in L^{1}(\partial \Omega)$; hence $\lambda^{\tau}$ is $R$-admissible on $\partial \Omega$. Then $\lambda$ is $Q$-admissible on $\partial \Omega$.

Remark 3.15. Notice that in the critical case $Q=(N+1) /(N-1)$, condition (3.57) reduces to $\tau>1$, just as in Corollary 3.11, condition (3.41) reduces to $r>1$ in the critical case $Q=(N+\gamma) /(N-2+\gamma)$.

## 4. The case of a system

4.1. Setting of the problem. We first consider the case of a system with interior measure data and Dirichlet conditions on $\partial \Omega$. First consider the case of an isolated singularity at the point $a \in \Omega$. We study the solutions of the system

$$
\left\{\begin{array}{cc}
-\Delta u=v^{p}+\alpha \delta_{a}, & \text { in } \Omega,  \tag{4.1}\\
-\Delta v=u^{q}+\beta \delta_{a}, & \text { in } \Omega, \\
u=v=0, & \text { on } \partial \Omega,
\end{array}\right.
$$

with $\alpha, \beta \geq 0$, in the weak (or integral) sense, which means

$$
u=G\left(v^{p}\right)+\alpha E_{a}, \quad v=G\left(u^{q}\right)+\beta E_{a}
$$

The existence has been proved in [11] in the radial case. In the nonradial one, some partial results are given in [16] for the case of the biharmonic operator by constructing supersolutions radial with respect to $a$. The precise behaviour near $a$ of the solutions has been obtained in [5, Theorems 4.3 and 5.1], for regular functions in $\bar{\Omega} \backslash\{a\}$. In particular one has the following estimates:

Theorem 4.1. Assume ( $\boldsymbol{S}_{0}$ ). Let $u, v \in C^{2}(\Omega \backslash\{a\})$ be any solutions of (4.1). Then there exists a constant $C>0$ such that

$$
\begin{equation*}
u+v \leq C|x-a|^{2-N} \tag{4.2}
\end{equation*}
$$

near $a$.
This result comes from a pointwise comparison property between $u$ and $v$ in $\Omega$ : Any $C^{2}(\Omega \backslash\{a\})$ solutions of system (4.1) satisfy for any domain $\Omega^{\prime} \subset \subset \Omega$

$$
\begin{equation*}
u \leq \alpha E_{a}+\ell v^{(p+1) /(q+1)}+\max _{\partial \Omega^{\prime}} u \quad \text { in } \Omega^{\prime} \backslash\{a\} \tag{4.3}
\end{equation*}
$$

with $\ell=((q+1) /(p+1))^{1 /(q+1)}$. As a consequence, $v$ satisfies an
inequality

$$
-\Delta v \leq C\left(v^{\mathbf{P}}+E_{a}^{q}\right), \quad \text { in } \Omega^{\prime} \backslash\{a\}
$$

where $\mathbf{P}<N /(N-2)$. Then the estimate on $v$ followed from the Harnack inequality. We shall give another proof in the sequel, and will also prove that any solutions are in $C^{2}(\Omega \backslash\{a\})$ in case $\left(\mathbf{S}_{0}\right)$ holds. Notice that if $\alpha>0$, then from (2.8) one has $q=\max (p, q)<N /(N-2)$, and the local study of the system is easy: from the Hölder inequality

$$
-\Delta(u+v) \leq u^{q}+v^{p} \leq(u+v)^{q}+1 \quad \text { in } \Omega \backslash\{a\},
$$

and $q$ is subcritical, so that we are reduced to the scalar case; see [5, Theorem 4.1]. The delicate case corresponds to $\alpha=0$.

Now consider more generally the system (2.5) in $\Omega$ :

$$
\left\{\begin{array}{c}
-\Delta u=v^{p}+\alpha \mu \text { in } \Omega, \\
-\Delta v=u^{q}+\beta \eta \text { in } \Omega, \\
u=v=0 \quad \text { on } \partial \Omega,
\end{array}\right.
$$

where $\mu, \eta \in \mathcal{M}^{+}(\Omega), \mu, \eta \neq 0$, and $\alpha, \beta \geq 0$. The equations hold in the integral sense as above. In particular, $v^{p}, u^{q} \in L^{1}(\Omega, \rho d x)$, and $u, v \in L^{1}(\Omega)$. Here also we look for existence results, estimates, and comparison results. The case of measures is much more difficult, for several reasons:
$1^{\circ}$ ) The existence with $\alpha \neq 0$ does not necessarily imply $q<N /(N-2)$, contrary to the case of a Dirac mass. It does not even imply that $\mu$ is $q$ admissible in $\Omega$. It only implies that $G^{q}(\mu) \in L^{1}(\Omega, \rho d x)$, since $u^{q} \geq G^{q}(\alpha \mu)$. $2^{\circ}$ ) The functions $u, v$ are no more regular, and we have to solve technical difficulties due to the lack of regularity.
4.2. Green's estimates. Let us define for any $\gamma \in[0,1]$,

$$
\begin{equation*}
\mathbf{m}_{\gamma}=q(p-2 /(N-2+\gamma)) . \tag{4.4}
\end{equation*}
$$

Notice that condition ( $\mathbf{S} \gamma$ ) implies

$$
\mathbf{m}_{\gamma}<\mathbf{P}<(N+\gamma) /(N-2+\gamma)
$$

Then using Theorem 3.9 we find the following.
Corollary 4.2. Let $\eta \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho^{\gamma} d \eta<+\infty$ with $\gamma \in[0,1]$. If ( $\boldsymbol{S} \gamma$ ) holds, then $G^{q}\left(G^{p}(\eta)\right) \in L^{1}(\Omega)$, and

$$
\begin{equation*}
G^{q}\left(G^{p}(\eta)\right) \leq C G^{\mathbf{m}}(\eta) \tag{4.5}
\end{equation*}
$$

for any $\mathbf{m} \in\left(\max \left(0, \mathbf{m}_{\gamma}\right), q\right]$, with $C=C(N, p, q, \mathbf{m}, \eta)$ (independent of $\eta$ if $p>1$ ). In particular

$$
\begin{equation*}
G^{q}\left(G^{p}(\eta)\right) \leq C G^{\mathbf{P}}(\eta) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(G^{q}\left(G^{p}(\eta)\right)\right) \leq C G(\eta) \tag{4.7}
\end{equation*}
$$

with $C=C(N, p, q, \gamma, \eta)$.
Remark 4.1. For any $p, q>0$, the condition (4.6) is equivalent to

$$
\begin{equation*}
G\left(G^{p}(\eta)\right) \leq C G^{(p+1) /(q+1)}(\eta) \tag{4.8}
\end{equation*}
$$

Notice that condition (4.7) is not symmetric in $p$ and $q$, since we have supposed $p \leq q$, and $p$ can be different from $q$.
4.3. First existence results. First let us give a general existence result based on supersolutions.

Lemma 4.3. Let $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu+\int_{\Omega} \rho d \eta<+\infty$. Assume that there exist $U \in L^{q}(\Omega, \rho d x)$ and $V \in L^{p}(\Omega, \rho d x)$ such that

$$
U \geq G\left(V^{p}+\alpha \mu\right), \quad V \geq G\left(U^{q}+\beta \eta\right)
$$

almost everywhere in $\Omega$. Then there exists at least a solution of problem (2.5), such that $G(\alpha \mu) \leq u \leq U$ and $G(\beta \eta) \leq v \leq V$.
Proof. We can construct nondecreasing sequences $\left(u_{n}\right)_{n \geq 0},\left(v_{n}\right)_{n \geq 1} \in L^{1}(\Omega)$ such that $u_{0}=0$, and

$$
\begin{gathered}
\left\{\begin{array}{c}
v_{n+1}=G\left(u_{n}^{q}+\beta \eta\right), \\
u_{n}=G\left(v_{n}^{p}+\alpha \mu\right),
\end{array} \quad \forall n \geq 1,\right. \\
G(\beta \eta) \leq v_{n} \leq V, \quad G(\alpha \mu) \leq u_{n} \leq U, \quad \forall n \geq 1 .
\end{gathered}
$$

The function $v_{1}=G(\beta \eta)$ is well defined, and $v_{1} \leq V$. Then $v_{1}^{p} \in L^{1}(\Omega, \rho d x)$, so that $u_{1}$ is well defined in $L^{1}(\Omega)$, and

$$
u_{1} \leq G\left(V^{p}+\alpha \mu\right) \leq U
$$

Then $u_{1}^{q} \in L^{1}(\Omega, \rho d x)$, so that $v_{2}$ is well defined in $L^{1}(\Omega)$, and

$$
v_{1} \leq v_{2} \leq G\left(U^{q}+\beta \eta\right) \leq V
$$

Then the construction follows by induction. Thus $\left(v_{n}^{p}\right)$ and $\left(u_{n}^{q}\right)$ are bounded in $L^{1}(\Omega, \rho d x)$; hence $\left(u_{n}\right)$ and $\left(v_{n}\right)$ are bounded in $L^{1}(\Omega)$, from $(\mathbf{P} 1)$. Then $u_{n} \rightarrow u, v_{n} \rightarrow v, u_{n}^{q} \rightarrow \chi_{1}$ and $v_{n}^{p} \rightarrow \chi_{2}$ in $L^{1}(\Omega)$ and almost everywhere in $\Omega$ from the Beppo-Levy theorem. Then $\chi_{1}=u^{q}, \chi_{2}=v^{p}$, and

$$
u=G\left(v^{p}+\alpha \mu\right), \quad v=G\left(u^{q}+\beta \eta\right),
$$

since $G$ is continuous from $L^{1}(\Omega, \rho d x)$ to $L^{1}(\Omega)$, from ( $\left.\mathbf{P} 1\right)$. Hence $(u, v)$ is a solution of (2.5), such that $u \leq U$ and $v \leq V$.
Remark 4.2. The set $\Sigma$ of $(\alpha, \beta) \in \mathbb{R}^{+} \times \mathbb{R}^{+}$for which there exists a solution of (2.5), is a neighborhood of $(0,0)$. If $(\bar{\alpha}, \bar{\beta}) \in \Sigma$, then $(\alpha, \beta) \in \Sigma$ for any $\alpha \in[0, \bar{\alpha}]$ and $\beta \in[0, \bar{\beta}]$, from Lemma 4.3. In particular, $\Sigma$ is star-shaped.

Now we prove Theorem 2.4. Notice that we suppose only that $G^{q}(\mu) \in$ $L^{1}\left(\Omega, \rho^{\gamma} d x\right)$, and not that $\mu$ is $q$-admissible in $\Omega$.

Proof of Theorem 2.4. We will construct a supersolution $(U, V)$ of system (2.5). Let $(\bar{\alpha}, \bar{\beta}) \neq(0,0)$, and $\theta=G^{q}(\bar{\alpha} \mu)+\bar{\beta} \eta$. Since $(\mathbf{C} \gamma)$ holds, we have $\int_{\Omega} \rho^{\gamma} d \theta<+\infty$. Since $(\mathbf{S} \gamma)$ holds, from Corollary 4.2, there exists $c_{0}>0$ such that

$$
G\left(G^{q}\left(G^{p}(\theta)\right)\right) \leq c_{0} G(\theta)
$$

Now let $\alpha=t^{1 / q} \bar{\alpha}$ and $\beta=t \bar{\beta}$, with $t \in[0,1]$, and $V=a_{0} G(t \theta)$ and $U=G\left(V^{p}+\alpha \mu\right)$, where $c_{1}>0$ is a parameter. Then

$$
U^{q}+\beta \eta \leq M_{q}\left(a_{0}^{p q} G^{q}\left(G^{p}(t \theta)\right)+t \theta\right)
$$

with $M_{q}=\max \left(1,2^{q-1}\right)$. Hence

$$
G\left(U^{q}+\beta \eta\right) \leq M_{q}\left(a_{0}^{p q} t^{p q} c_{0}+t\right) G(\theta) \leq V
$$

as long as

$$
\begin{equation*}
M_{q}\left(a_{0}^{p q} t^{p q-1} c_{0}+1\right) \leq a_{0} \tag{4.9}
\end{equation*}
$$

If $p q>1$, the relation is satisfied for any $a_{0}>0$ for small $t$. If $p q<1$, it is satisfied for any $t>0$, after choosing $a_{0}$ large enough. Then system (2.5) admits a solution $(u, v)$, for any $\alpha, \beta>0$ small enough if $p q>1$, for any $\alpha, \beta>0$ if $p q<1$. More precisely, we construct a solution for $\alpha=t^{1 / q} \bar{\alpha}$ and $\beta=t \bar{\beta}$ such that

$$
v \leq a_{0} G\left(G^{q}(\alpha \mu)+\beta \eta\right)
$$

In any case, (2.6) and (2.7) follow.
Remark 4.3. In this theorem the measure $G^{q}(\alpha \mu)+\beta \eta$ is involved. Notice that the question of existence (for small parameters $\alpha$ and $\beta$ ) for problem (2.5) relative to measures $(\alpha \mu, \beta \eta)$ is equivalent to the existence for the same problem with measures $\left(0, G^{q}(\alpha \mu)+\beta \eta\right)$, and also with measures $\left(G^{p}(\beta \eta)+\right.$ $\alpha \mu, 0)$. Indeed if for example $(u, v)$ is a solution of problem (2.5) relative to ( $\alpha \mu, \beta \eta$ ), defining ( $\widetilde{u}, \widetilde{v}$ ) by $\widetilde{u}=u-G(\alpha \mu)$ and $\widetilde{v}=v$, then

$$
\widetilde{u}=G\left(\widetilde{v}^{p}\right), \quad \widetilde{v} \geq M_{q}^{\prime} G\left(\widetilde{u}^{q}+G^{q}(\alpha \mu)\right)+\beta \eta
$$

with $M_{q}^{\prime}=\min \left(1,2^{1-1 / q}\right)$; hence the problem with $\left(0, G^{q}(\alpha \mu)+\beta \eta\right)$ has a solution from Lemma 4.3. Reciprocally, if $(U, V)$ is a corresponding solution of the problem with $\left(0, G^{q}(\alpha \mu)+\beta \eta\right)$, then $\widetilde{U}=U+G(\alpha \mu)$ and $\widetilde{V}=V$ satisfy

$$
\widetilde{U}=G\left(\widetilde{V}^{p}\right)+G(\alpha \mu), \quad \widetilde{V} \geq M_{q}^{-1} G\left(\widetilde{U}^{q}\right)+G(\beta \eta)
$$

hence the problem with $(\alpha \mu, \beta \eta)$ has a solution. The particular role of $G^{q}(\alpha \mu)+\beta \eta$ and not $G^{p}(\beta \eta)+\alpha \mu$ is due to the dissymmetry caused by the fact that we can have $p<q$.

Now we apply Theorem 2.4 to the case of a pointwise singularity and show that the result is sharp:

Corollary 4.4. Assume $p q \neq 1$. Let $a \in \Omega$. Then system (4.1) has a solution for any $\alpha, \beta \geq 0$ (small enough if $p q>1)$ with $(\alpha, \beta) \neq(0,0)$ if and only if

$$
\min (\mathbf{P}, \mathbf{Q})<\frac{N}{N-2}, \quad \text { and } \quad q<N /(N-2) \quad \text { if } \alpha>0
$$

Proof. The existence follows from Theorem 2.4. Reciprocally if system (4.1) admits a solution with $\alpha>0$, then we have seen that $q<N /(N-2)$; hence $\left(\mathbf{S}_{0}\right)$ holds. Now suppose that there exists a solution with $\beta>0$ and $\alpha=0$. Then $v \geq \beta E_{a}$, so that $u \geq \beta^{p} G\left(E_{a}^{p}\right)$. Let $B_{r}=B(a, r) \subset \subset \Omega$. Then there exists a constant $C_{r}>0$ such that

$$
\mathcal{G}(x, y) \geq C_{r}|x-y|^{2-N}
$$

in $B(a, r)$ and $E_{a}(y) \geq C_{r}|y-a|^{2-N}$ in $B_{r}$. Now for any $x \in B(a, r / 2)$
$G\left(E_{a}^{p}\right)(x)=\int_{\Omega} \mathcal{G}(x, y) \mathcal{G}^{p}(y, a) d y \geq C_{r}^{p+1} \int_{B(x,|x-a|)}|x-y|^{2-N}|y-a|^{(2-N) p} d y$ and $B(x,|x-a|) \subset B(a, 2|x-a|)$; hence, with new constants $C_{r}$,

$$
G\left(E_{a}^{p}\right)(x) \geq C_{r}|x-a|^{(2-N)(p+1)}|B(x,|x-a|)| \geq C_{r}|x-a|^{(2-N) p+2} .
$$

Then $u^{q} \geq C|x-a|^{((2-N) p+2) q}$ near $a$. But $u^{q} \in L_{\text {loc }}^{1}(\Omega)$; hence $((2-N) p+$ 2) $q>N$, which means ( $\mathbf{S}_{0}$ ) holds.
4.4. Sufficient conditions of existence. The proof of Theorem 2.4 gives a sufficient condition for existence.

Theorem 4.5. Let $p q>1$. Assume that the measure $\theta=G^{q}(\mu)+\eta$ satisfies

$$
\begin{equation*}
G\left(G^{q}\left(G^{p}(\theta)\right)\right) \leq c_{0} G(\theta) \tag{4.10}
\end{equation*}
$$

for some $c_{0}>0$. Then the problem (2.5) admits a solution, for any $\alpha, \beta \geq 0$, $(\alpha, \beta) \neq(0,0)$ small enough, satisfying (2.6) and (2.7).

Remark 4.4. In the simple case $p=q$, the condition (4.10) is necessary and sufficient, and it is also equivalent to the scalar condition

$$
\mu, \eta \text { are } p \text {-admissible in } \Omega,
$$

as can be shown easily by addition of the two equations. In the general case, the question is more complex, because of the dissymmetry. In the case of a pointwise singularity, condition (4.10) is also necessary, from Corollaries 4.2 and 4.4. For general measures, the problem is open.

Now we can give new sufficient conditions for existence, by using Theorems 3.10 and 4.5:

Corollary 4.6. Suppose that $p q>1$ and

$$
\begin{equation*}
\theta=G^{q}(\mu)+\eta \quad \text { is } \mathbf{P} \text {-admissible in } \Omega \text {. } \tag{4.11}
\end{equation*}
$$

Then problem (2.5) admits a solution for ( $\alpha, \beta$ ) small enough.

Proof. Let us apply the first part of Theorem 3.10 to the measure $\theta$, with $R=\mathbf{P}$ and $\widetilde{Q}=p$. Then $s=(p+1) /(q+1)$; hence there exists $C>0$ such that

$$
G\left(G^{p}(\theta)\right) \leq C G^{(p+1) /(q+1}(\theta) .
$$

Then with another $C>0$,

$$
G\left(G^{q}\left(G^{p}(\theta)\right) \leq C G\left(G^{\mathbf{P}}(\theta)\right) \leq C G(\theta) .\right.
$$

This result reduces a part of the study of the existence to the scalar case: it shows that the existence of a solution of the equation

$$
\left\{\begin{array}{l}
-\Delta \Phi=\Phi^{\mathbf{P}}+\varepsilon \theta, \quad \text { in } \Omega, \\
\Phi=0 \text { on } \partial \Omega,
\end{array}\right.
$$

for small $\varepsilon>0$ implies the existence of a solution of system (2.5) for small $\alpha, \beta>0$.
Remark 4.5. The condition

$$
\begin{equation*}
\omega=\mu+G^{p}(\eta) \quad \text { is } q \text {-admissible in } \Omega, \tag{4.12}
\end{equation*}
$$

is also sufficient. Indeed it is stronger than (4.11): it implies

$$
G\left(G^{\mathbf{P}}\left(G^{q}(\mu)\right) \leq C G\left(G^{\mathbf{P}}(\mu)\right) \leq C G(\mu)\right.
$$

since $\mu$ is $\mathbf{P}$-admissible in $\Omega$, because $\mathbf{P} \leq q$. Also if $\eta \neq 0$, from the Hölder inequality, since $p \leq q$,
$G\left(G^{\mathbf{P}}(\eta)\right) \leq C G^{(p+1) /(q+1)}\left(G^{q}(\eta)\right) \leq C G^{(p+1) /(q+1)}(\eta) \leq C(G(\eta)+1) \leq C G(\eta)$.
4.5. Necessary conditions of existence. Now let us give necessary conditions of existence. Suppose that system (2.5) has a nontrivial solution. Since by definition $u^{q}, v^{p} \in L^{1}(\Omega, \rho d x)$, and $u \geq G(\alpha \mu)$ and $v \geq G(\beta \eta)$, necessarily

$$
\begin{equation*}
G^{q}(\alpha \mu), G^{p}(\beta \eta) \in L^{1}(\Omega, \rho d x) . \tag{4.13}
\end{equation*}
$$

Now we prove a condition, which reduces the system to the scalar case, and has to be compared to Corollary 4.6.

Theorem 4.7. Assume that the system (2.5) has at least a solution with $\alpha \neq 0$ (respectively $\beta \neq 0$ ). Then

$$
\begin{equation*}
\mu\left(\text { respectively } G^{p}(\eta)\right) \quad \text { is } \mathbf{Q} \text {-admissible in } \Omega \text {. } \tag{4.14}
\end{equation*}
$$

Proof. We can assume $\mu$ nonidentically 0 . Let

$$
\begin{equation*}
f=v^{(p+1) /(q+1)} \quad \text { and } \quad g=u+f \in L^{1}(\Omega) . \tag{4.15}
\end{equation*}
$$

Now $v=G\left(u^{q}+\eta\right)$, and $p \leq q$; hence from Lemma 3.1 with $\theta=(p+1) /(q+1)$ if $p<q$, we have $\rho v^{(p-q) /(q+1)} u^{q} \in L^{1}(\Omega)$ and

$$
-\Delta\left(v^{(p+1) /(q+1)}\right) \geq \frac{p+1}{q+1} v^{(p-q) /(q+1)} u^{q}
$$

in the weak sense. Then

$$
-\Delta g \geq \frac{p+1}{q+1} f^{(p-q) /(p+1)}\left(u^{q}+f^{q}\right)+\alpha \mu
$$

hence

$$
\begin{equation*}
-\Delta g \geq C g^{\mathbf{Q}}+\alpha \mu \tag{4.16}
\end{equation*}
$$

in the weak sense, with $C=C(p, q)>0$. That means $g$ is a supersolution of a scalar equation with the new parameter $\mathbf{Q}$.

Then there exists a solution of

$$
\left\{\begin{array}{l}
-\Delta h=h^{\mathbf{Q}}+\alpha \mu, \quad \text { in } \Omega,  \tag{4.17}\\
h=0 \quad \text { on } \partial \Omega,
\end{array}\right.
$$

and the conclusion follows.
Remark 4.6. The existence also implies that

$$
\begin{equation*}
G^{q}(\mu) \text { (respectively } \eta \text { ) is } p \text {-admissible in } \Omega \text {. } \tag{4.18}
\end{equation*}
$$

Indeed if $\beta \neq 0, G^{p}(\eta)$ is $\mathbf{Q}$-admissible in $\Omega$ from (4.14), then it is $p$ admissible in $\Omega$ since $p \leq \mathbf{Q}$; hence $\eta$ is $p$-admissible in $\Omega$ from Remark 3.5. But the existence for the pair $(\mu, \eta)$ also implies the existence for $\left(0, G^{q}(\mu)+\eta\right)$; hence if $\alpha \neq 0$, then $G^{q}(\mu)$ is $p$-admissible in $\Omega$.

As a consequence, we also get properties relative to the size of $\alpha, \beta$ :
Proposition 4.8. Assume $p q>1$ and $\mu, \eta \neq 0$. Then the set $\Sigma$ of $(\alpha, \beta) \in$ $\mathbb{R}^{+} \times \mathbb{R}^{+}$for which there exists a solution of (2.5) is bounded.

Proof. The problem (4.17) has a solution; hence $\alpha$ is bounded, since $\mathbf{Q}>1$. Let $\varphi_{1}>0$ be the eigenfunction for $\lambda_{1}$ such that $\int_{\Omega} \varphi_{1} d x=1$. Now from (4.16),

$$
\begin{equation*}
\lambda_{1} \int_{\Omega} g \varphi_{1} d x=\int_{\Omega} g\left(-\Delta \varphi_{1}\right) d x \geq \int_{\Omega} g^{\mathbf{Q}} \varphi_{1} d x \tag{4.19}
\end{equation*}
$$

since $\partial \varphi_{1} / \partial n \leq 0$. Then $\int_{\Omega} g \varphi_{1} d x \leq \lambda_{1}^{1 /(\mathbf{Q}-1)}$, since $\mathbf{Q}>1$, from the Hölder inequality. Now from (4.15) and

$$
\int_{\Omega} g \varphi_{1} d x \geq \int_{\Omega} u \varphi_{1} d x \geq \int_{\Omega} G\left(v^{p}\right) \varphi_{1} d x \geq \beta^{p} \int_{\Omega} G^{p}(\eta) \varphi_{1} d x
$$

hence $\beta$ is bounded.

Remark 4.7. Consider the limit case $p q=1$. As in Remark 3.6, a sufficient condition for existence (for any $\alpha, \beta \geq 0$ ), is that $M_{q} c_{0}<1$, from (4.9). We have also $\lambda_{1}>1$ as a necessary condition, from (4.19).
Remark 4.8. Another consequence of this section is that we can find again the result of Corollary 3.11 by using a system. Let $Q \geq(N+\gamma) /(N-2+\gamma)$ with $\gamma \in[0,1]$ and $r$ satisfying (3.41). Let $\mu \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu<$ $+\infty$ and $G^{Q}(\mu) \in L^{r}\left(\Omega, \rho^{\gamma} d x\right)$. Let us define $p$ and $q$ by

$$
\begin{equation*}
q=Q r \quad \text { and } p=Q /(Q(r-1)+1) . \tag{4.20}
\end{equation*}
$$

Then $p \leq q$, and

$$
\mathbf{Q}=p(q+1) /(p+1)=Q, \quad \text { and } \quad \mathbf{P}=q(p+1) /(q+1)=p r ;
$$

hence, $\mathbf{P}<(N+\gamma) /(N+\gamma-2)$. Then system (2.5) with coefficients $p$ and $q$ and measure data $(\mu, \eta)$ with $\eta=0$ admits a solution for small $\alpha$, since $G^{q}(\mu) \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$. Then $\mu$ is $\mathbf{Q}$-admissible in $\Omega$, from Theorem 4.7, which proves the first part of Corollary 3.11. In fact it was our initial proof of the result.
4.6. Comparison properties. Using the results of Section 3.8, we get a first result of comparison of the solutions in the subcritical cases, fundamental for obtaining a priori estimates:
Corollary 4.9. Let $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ be such that $\int_{\Omega} \rho^{\gamma} d \mu+\int_{\Omega} \rho^{\gamma} d \eta<+\infty$. Under the assumption ( $\boldsymbol{S} \gamma$ ), any solution $(u, v)$ of system (2.5) such that $u^{q} \in L^{1}\left(\Omega, \rho^{\gamma} d x\right)$ satisfies the inequality

$$
\begin{equation*}
u \leq G(\alpha \mu)+C v^{s} \tag{4.21}
\end{equation*}
$$

in $\Omega$, for any $s \in(\max (0, p-2 /(N-2+\gamma)), 1]$, where $C=C(N, p, q, s, \gamma)$. In particular

$$
\begin{equation*}
u \leq G(\alpha \mu)+C v^{(p+1) /(q+1)} \tag{4.22}
\end{equation*}
$$

with $C=C(N, p, q, \eta)$.
Proof. We apply Theorem 3.9 to measure

$$
\chi=-\Delta v=u^{q}+\beta \eta,
$$

with $Q=p$. Since $\int_{\Omega} \rho^{\gamma} d \chi<+\infty$, and $p \leq \mathbf{P}<(N+\gamma) /(N-2+\gamma)$, we find

$$
G\left(G^{p}(\chi)\right) \leq C G^{s}(\chi),
$$

which means

$$
G\left(v^{p}\right)=u-G(\alpha \mu) \leq C v^{s} ;
$$

hence (4.21) follows, and (4.22) with $s=(p+1) /(q+1)$.

Now we prove that the result of comparison (4.22) between the solutions $u$ and $v$ is in fact completely general, available for any solutions of the system. In the proof we have to solve some technical difficulties, due to the lack of regularity of the solutions. We need a lemma, which is an extension of the Kato inequality.

Lemma 4.10. Let $U=G(\mu)+P(\lambda)$, with $\mu \in \mathcal{M}(\Omega)$ and $\lambda \in \mathcal{M}^{+}(\partial \Omega)$. Let $F \in L^{1}(\Omega, \rho d x)$. Suppose that

$$
\mu \geq F \quad \text { in } \mathcal{D}^{\prime}(\Omega), \quad \text { and } \quad F U^{-} \geq 0, \quad \text { a.e. in } \Omega .
$$

Then $U \geq 0$ almost everywhere in $\Omega$.
Proof. Let $\sigma=-\Delta U-F=\mu-F \geq 0$, and $\sigma_{n} \in \mathcal{D}(\Omega), f_{n} \in \mathcal{D}(\Omega)$, $\lambda_{n} \in C^{\infty}(\partial \Omega), \sigma_{n} \geq 0$ and $\lambda_{n} \geq 0$ be such that $\sigma_{n}$ converges weakly to $\sigma, f_{n}$ converges strongly to $F$ in $L^{1}(\Omega, \rho d x)$, and $\lambda_{n}$ converges weakly to $\lambda$. Let $U_{n}=G\left(f_{n}+\sigma_{n}\right)+P\left(\lambda_{n}\right)$. For any $\varepsilon>0$, let

$$
j_{\varepsilon}(t)=\left(\varepsilon^{2}+t^{2}\right)^{1 / 2}-\varepsilon, \quad \text { if } t \leq 0, \quad j_{\varepsilon}(t)=0, \quad \text { if } t \geq 0
$$

Then

$$
-\Delta\left(j_{\varepsilon}\left(U_{n}\right)\right) \leq j_{\varepsilon}^{\prime}\left(U_{n}\right)\left(f_{n}+\sigma_{n}\right) \leq j_{\varepsilon}^{\prime}\left(U_{n}\right) f_{n}
$$

in the classical sense, since $j_{\varepsilon}$ is convex and nonincreasing. Hence

$$
\int_{\Omega} j_{\varepsilon}\left(U_{n}\right)(-\Delta \xi) d x \leq \int_{\Omega} j_{\varepsilon}^{\prime}\left(U_{n}\right) f_{n} \xi d x
$$

for any nonnegative $\xi \in C_{0}^{1,1}(\bar{\Omega})$, since $U_{n} \geq 0$ on $\partial \Omega$. Now $U_{n}$ converges to $U$ strongly in $L^{1}(\Omega)$, from ( $\left.\mathbf{P} 2\right)$ and ( $\left.\mathbf{P} 3\right)$, and after an extraction almost everywhere in $\Omega$. Then we can pass to the limit on each side from the Lebesgue theorem, since $j(t) \leq|t|$ and $\left|j^{\prime}(t)\right| \leq 1$. And $j_{\varepsilon}^{\prime}(U) F \leq 0$ by hypothesis; hence

$$
\int_{\Omega} j_{\varepsilon}(U)(-\Delta \xi) d x \leq 0
$$

Then we pass to the limit as $\varepsilon \rightarrow 0$ and get

$$
\int_{\Omega} U^{-}(-\Delta \xi) d x \leq 0
$$

Taking $\xi=G(1)$, we deduce that $U^{-}=0$; hence $U \geq 0$ almost everywhere in $\Omega$.

Remark 4.9. This result is a consequence of [14, Lemma 1.5] when $\mu=F$ $\in L^{1}(\Omega, \rho d x)$. More generally, for any $U=G(\mu)+P(\lambda)$ with $\mu \in \mathcal{M}(\Omega)$ and
$\lambda \in \mathcal{M}(\partial \Omega)$, such that $\mu \geq F$ in $\mathcal{D}^{\prime}(\Omega)$, where $F \in L^{1}(\Omega, \rho d x)$, we have, for any nonnegative $\xi \in C_{0}^{1,1}(\bar{\Omega})$,

$$
\int_{\Omega} U^{-}(-\Delta \xi) d x+\int_{\{U<0\}} F \xi d x \leq \int_{\partial \Omega}\left(-\frac{\partial \xi}{\partial n}\right) d\left(\lambda^{-}\right)
$$

We deduce the following, which proves in particular Theorem 2.6:
Theorem 4.11. Let $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ be such that $\int_{\Omega} \rho d \mu+\int_{\Omega} \rho d \eta<+\infty$. Let $u, v \geq 0$ be such that $u^{q}, v^{p} \in L^{1}(\Omega, \rho d x)$, satisfying

$$
\left\{\begin{array}{c}
0 \leq-\Delta u \leq v^{p}+\alpha \mu, \\
-\Delta v \geq u^{q},
\end{array}\right.
$$

in the weak sense. Then

$$
\begin{equation*}
u(x) \leq G(\alpha \mu)+\ell v(x)^{(p+1) /(q+1)} \tag{4.23}
\end{equation*}
$$

almost everywhere in $\Omega$, with $\ell=((q+1) /(p+1))^{1 /(q+1)}$.
Proof. Let $\varepsilon>0$. The function $f=(v+\varepsilon)^{(p+1) /(q+1)}$ is superharmonic, since $p \leq q$. From Lemma 3.1, we have $(v+\varepsilon)^{(p-q) /(q+1)} u^{q} \in L^{1}(\Omega, \rho d x)$ and

$$
-\Delta f \geq \frac{p+1}{q+1}(v+\varepsilon)^{(p-q) /(q+1)} u^{q}=\frac{p+1}{q+1} f^{(p-q) /(p+1)} u^{q}
$$

in the weak sense, hence in $\mathcal{D}^{\prime}(\Omega)$. That means we can write

$$
-\Delta f=\frac{p+1}{q+1} f^{(p-q) /(p+1)} u^{q}+\mu_{0}
$$

with $\mu_{0} \geq 0$. Now $f^{p(q+1) /(p+1)}=(v+\varepsilon)^{p} \in L^{1}(\Omega, \rho d x)$ and

$$
-\Delta(u-\alpha G(\mu)) \leq v^{p} \leq f^{p(q+1) /(p+1)}=f^{(p-q) /(p+1)} f^{q}
$$

in the weak sense. Then by difference

$$
-\Delta(\ell f+\alpha G(\mu)-u) \geq \ell^{-q} f^{(p-q) /(p+1)}\left(u^{q}-\ell^{q} f^{q}\right)
$$

in $\mathcal{D}^{\prime}(\Omega)$, and $u^{q}-\ell^{q} f^{q} \geq 0$ almost everywhere on the set $\{u \geq \ell f+\alpha G(\mu)\}$. Now we can apply Lemma 4.10 to the functions

$$
U=\ell f+\alpha G(\mu)-u \quad \text { and } \quad F=\ell^{-q} f^{(p-q) /(p+1)}\left(u^{q}-\ell^{q} f^{q}\right) .
$$

Then $U \geq 0$ almost everywhere in $\Omega$ and

$$
u(x) \leq \alpha G(\mu)+\ell(v+\varepsilon)^{(p+1) /(q+1)}
$$

almost everywhere in $\Omega$. Going to the limit as $\varepsilon \rightarrow 0$, we get (2.9).

Remark 4.10. Under the assumptions of Theorem 2.6, the function $U=$ $u-\alpha G(\mu)$ satisfies the inequality

$$
\begin{equation*}
-\Delta U \geq U^{\mathbf{Q}} \tag{4.24}
\end{equation*}
$$

in the weak sense, which is interesting to compare with (4.16) and (4.25). In particular when $\mu=\eta=0$, we find the system of inequalities in $\Omega$

$$
\left\{\begin{array}{l}
-\Delta u \geq u^{\mathbf{Q}}, \\
-\Delta v \leq v^{\mathbf{P}} .
\end{array}\right.
$$

### 4.7. A priori estimates.

Proof of Theorem 2.5. Let $u, v$ be any solutions of the problem (2.5). Then from Corollary 4.9 we have, for some $C>0$,

$$
-\Delta v \leq\left(G(\alpha \mu)+C v^{(p+1) /(q+1)}\right)^{q}+\beta \eta
$$

in the weak sense. Hence with another $C$,

$$
\begin{equation*}
-\Delta v \leq C v^{\mathbf{P}}+C G^{q}(\alpha \mu)+\beta \eta \tag{4.25}
\end{equation*}
$$

That means that $v$ is a subsolution of a problem of the form (1.5) with $Q=\mathbf{P}$ and with the measure $C G^{q}(\alpha \mu)+\beta \eta$. Now $v=G\left(u^{q}+\beta \eta\right)$, and $\int_{\Omega} \rho^{\gamma}\left(u^{q} d x+\beta d \eta\right)<+\infty$ by hypothesis. Thus we can apply Theorem 2.3 and Remark 2.6 to deduce that with another $C$,

$$
v \leq C G\left(G^{q}(\mu)+\eta\right)
$$

And (2.6) follows, since also $u \geq G(\mu)$; hence

$$
\begin{equation*}
v=G\left(u^{q}+\beta \eta\right) \geq G\left(G^{q}(\alpha \mu)+\beta \eta\right) \tag{4.26}
\end{equation*}
$$

Then

$$
\begin{equation*}
u=G\left(v^{p}+\mu\right) \leq C G\left(G^{p}\left(G^{q}(\mu)\right)+G^{p}(\eta)+\mu\right), \tag{4.27}
\end{equation*}
$$

and (2.7) follows, since from (4.26)

$$
u \geq G\left(G^{p}\left(G^{q}(\alpha \mu)+\beta \eta\right)+\mu\right)
$$

Remark 4.11. If moreover the measure $\mu$ is $q$-admissible in $\Omega$, then

$$
G\left(G^{p}\left(G^{q}(\mu)\right) \leq C G\left(G^{p}(\mu)\right) \leq C G(\mu)\right.
$$

for some $C>0$, since $p<(N+\gamma) /(N-2+\gamma)$. Thus the estimates imply

$$
G(\alpha \mu+\beta \eta) \leq u+v \leq C G(\mu+\eta)
$$

In particular in the case of an isolated singularity $a \in \Omega$, the measure $\delta_{a}$ is $q$-admissible in $\Omega$ from (2.8). Thus we find again the result of [5].

In the case of measures $\mu$ and $\eta$ with compact support, we get local results as in the scalar case:

Theorem 4.12. Let $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ with $\mu+\eta$ with compact support $K$. Assume $\left(\boldsymbol{S}_{0}\right)$. Then for any regular domain $\Omega^{\prime}$ such that $K \subset \Omega^{\prime} \subset \subset \Omega$, there exists $C^{\prime}>0$ such that

$$
\begin{equation*}
v \leq C^{\prime}\left(G\left(G^{q}(\mu)+\eta\right)+1\right) \quad \text { a.e. in } \Omega^{\prime} . \tag{4.28}
\end{equation*}
$$

Proof. We have $v \in L_{l o c}^{k}(\Omega)$ for any $k \in[1, N /(N-2))$, and from (4.25),

$$
-\Delta v \leq C v^{\mathbf{P}}+C G^{q}(\alpha \mu) \quad \text { in } \mathcal{D}^{\prime}(\Omega \backslash K) .
$$

Now $G(\mu) \in C^{1}(\bar{\Omega} \backslash K)$, and $\mathbf{P}<N /(N-2)$; hence by bootstrap $v \in$ $L^{\infty}(\Omega \backslash K)$. This implies that $u \in C^{0}(\Omega \backslash K)$; hence $v$ and $u \in C^{2}(\Omega \backslash K)$. In particular $v$ is bounded on $\partial \Omega^{\prime}$. Let $y$ be harmonic in $\Omega^{\prime}$, such that $y=v$ on $\partial \Omega^{\prime}$, and let $z=v-y \geq 0$ in $\Omega^{\prime}$. Then there exists $C^{\prime}>0$ such that

$$
\begin{aligned}
-\Delta z & \leq C(z+y)^{\mathbf{P}}+C G^{q}(\alpha \mu)+\beta \eta \\
& \leq C^{\prime} z^{\mathbf{P}}+C G^{q}(\alpha \mu)+\beta \eta+C^{\prime} \quad \text { in } \mathcal{D}^{\prime}\left(\Omega^{\prime}\right)
\end{aligned}
$$

and $z=0$ on $\partial \Omega^{\prime}$. Hence (4.28) holds from Theorem 3.6.
4.8. System with interior and boundary measures. Here we extend the previous results to the general case of systems

$$
\left\{\begin{array}{lc}
-\Delta u=v^{p}+\alpha \mu, & -\Delta v=u^{q}+\beta \eta,  \tag{4.29}\\
u=\tilde{\alpha} \lambda, \quad v=\tilde{\beta} \kappa & \text { on } \partial \Omega
\end{array}\right.
$$

where $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ such that $\int_{\Omega} \rho d \mu+\int_{\Omega} \rho d \eta<+\infty$, and $\lambda, \kappa \in \mathcal{M}^{+}(\partial \Omega)$, and $\alpha, \beta, \tilde{\alpha}, \tilde{\beta} \geq 0$. The problem is still taken in the integral sense, so that any solutions satisfy $u^{q}, v^{p} \in L^{1}(\Omega, \rho d x)$. And $u \geq G(\alpha \mu)+P(\tilde{\alpha} \lambda)$ and $v \geq G(\beta \eta)+P(\tilde{\beta} \kappa)$, so that in particular the existence implies

$$
\begin{align*}
G^{q}\left(\alpha \mu+P^{p}(\tilde{\beta} \kappa)\right)+P^{q}(\tilde{\alpha} \lambda) & \in L^{1}(\Omega, \rho d x),  \tag{4.30}\\
G^{p}\left(\beta \eta+P^{q}(\tilde{\alpha} \lambda)\right)+P^{p}(\tilde{\beta} \kappa) & \in L^{1}(\Omega, \rho d x) . \tag{4.31}
\end{align*}
$$

Here also we can reduce the problem (4.29) to an interior problem. We get the following:

Theorem 4.13. Let $\mu, \eta \in \mathcal{M}^{+}(\Omega)$ be such that $\int_{\Omega} \rho d \mu+\int_{\Omega} \rho d \eta<+\infty$, and $\lambda, \kappa \in \mathcal{M}^{+}(\partial \Omega)$.
(i) Assume that ( $\boldsymbol{S} 1$ ) holds, and

$$
\begin{equation*}
G^{q}(\mu) \in L^{1}(\Omega, \rho d x), \quad P^{q}(\lambda) \in L^{1}(\Omega, \rho d x) \tag{D1}
\end{equation*}
$$

or, more generally, that the measure

$$
\begin{equation*}
\Theta=G^{q}\left(\mu+P^{p}(\kappa)\right)+\eta+P^{q}(\lambda) \quad \text { is } \mathbf{P} \text {-admissible in } \Omega . \tag{4.32}
\end{equation*}
$$

Then system (4.29) admits a solution for $\alpha, \beta, \tilde{\alpha}$ and $\tilde{\beta}$ small enough if $p q>$ 1 , for any $\alpha, \beta, \tilde{\alpha}, \tilde{\beta} \geq 0$ if $p q<1$, such that for some $C>0$,

$$
\begin{aligned}
& v \leq C\left(G\left(G^{q}\left(\mu+P^{p}(\kappa)\right)\right)+\eta+P^{q}(\lambda)\right)+P(\kappa), \\
& u \leq C\left(\mu+P^{p}(\kappa)+G^{p}\left(G^{q}\left(\mu+P^{p}(\kappa)\right)+G^{p}\left(\eta+P^{q}(\lambda)\right)+P(\lambda) .\right.\right.
\end{aligned}
$$

(ii) If (S1) and (D1) hold, then any solutions of (4.29) such that $u \in$ $L^{q}(\Omega, \rho d x)$ satisfy these estimates, and

$$
u \leq G(\alpha \mu)+P(\tilde{\alpha} \lambda)+C v^{s}
$$

in $\Omega$, for any $\max (0, p-2 /(N-2+\gamma)<s \leq 1$, and for some $C>0$.
(iii) Any solutions of (4.29) satisfy with another $C>0$

$$
u \leq G(\alpha \mu)+P(\tilde{\alpha} \lambda)+C v^{(p+1) /(q+1)} .
$$

Proof. First (S1) and (D1) imply (4.32). Indeed $P(\kappa) \in L^{k}(\Omega, \rho d x)$ for any $k \in[1,(N+1) /(N-1))$, from [6], hence for $k=p$, since $p<(N+1) /(N-1)$ from (S1). Now let us apply Theorem 3.14 to $\kappa$, with $Q=p$ and $R=\mathbf{P}$. We find

$$
G^{q}\left(P^{p}(\kappa)\right) \leq C P^{\mathbf{P}}(\kappa)
$$

for some $C>0$. Now $\mathbf{P}<(N+1) /(N-1)$; hence with a new $C>0$,

$$
G\left(G^{q}\left(P^{p}(\kappa)\right)\right) \leq C G\left(P^{\mathbf{P}}(\kappa)\right) \leq C G(\kappa) ;
$$

thus $G^{q}\left(P^{p}(\kappa)\right)$ is $\mathbf{P}$-admissible in $\Omega$. Then from (D1), (4.32) holds.
Now assume (4.32). Here again we can reduce the problem to an interior one, by setting $u=P(\tilde{\alpha} \lambda)+U$ and $v=P(\tilde{\beta} \kappa)+V$. We get

$$
\left\{\begin{array}{lc}
-\Delta U=(P(\tilde{\beta} \kappa)+V)^{p}+\alpha \mu, & \text { in } \Omega,  \tag{4.33}\\
-\Delta V=(P(\tilde{\alpha} \lambda)+U)^{q}+\beta \eta \quad \text { in } \Omega, \\
U=V=0 & \text { on } \partial \Omega ;
\end{array}\right.
$$

hence we can apply Theorem 2.4 to ( $U, V$ ) and get (i). Then (ii) and (iii) follow from Theorems 2.5 and 2.6, and Corollary 4.9.
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