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ABSTRACT. We give existence results and a priori estimates for a semi-
linear elliptic problem of the form

—Aw =w? + p, in Q,
w=\, on 0,

where Q > 0, and p and A are nonnegative Radon measures in {2 and
09, with [, pdu < +o0, where p is the distance to 992. We extend the
results to the case of systems

—Au =v" + p, —Av =u +n, in Q,
u =\, V=K, on 09,

with p,q > 0, with the same assumptions on 7 and k.

1. INTRODUCTION

Let Q be a regular bounded domain of RY (N > 3) with boundary 9Q. In
this article we look for nonnegative solutions of equation

—Aw=w®, in Q, (1.1)

where ) > 0, or nonnegative solutions of system
—Au =P,

—Av=ul, in Q,

where p, ¢ > 0, singular at one point a of €2, and more generally on some mea-
surable subset of €2, with Dirichlet conditions. We also consider the case of
singularities on the boundary. Our aim is to prove the existence of solutions,

(1.2)
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generally nonradial, for given measure data at the singularities, and give a
priori estimates, under some conditions of subcriticality or admissibility.

Let us recall some known results concerning equation (1.1). It admits a
particular radial solution w(r) = Cr=%/(@=Y with C = C(N, Q) if and only
if @ > N/(N —2). In the so-called subcritical case

Q < N/(N -2), (H)

such a solution does not exist. P.L. Lions in [15] has shown that all the solu-
tions, singular at one point a of 2, behave like a multiple of the fundamental
solution F, associated to the linear problem, i.e.,

{ —AE, = 0g, in €,

E,=0, on 01}, (1.3)

where 4, is the Dirac mass at a. Moreover he constructed solutions of (1.2)
for @ # 1 which are singular at point a € (2, satisfying

{ —Aw = w9 + ad,, in €,

w =0, on 0f), (1.4)

where the equation holds in D’(£2). Such solutions exist for any a > 0 small
enough if @ > 1, for any a > 0 if @ < 1. The value N/(N — 2) is sharp:
if @ > N/(N — 2) such solutions do not exist. There also exist singular
solutions, which behave like the particular solution. Their singularity is
weaker, so that is not seen in the equation in D'(Q).

Consider now more generally the problem

{ —Aw = w? + ap, in Q,

w =0, on 02, (1.5)

where u is a nonnegative Radon measure in €2, and o > 0. Baras and Pierre
[4] have extended the existence results to the case where p > 0 is bounded,
for 1 < @ < N/(N — 2), and recently Amann and Quittner [2] showed the
possible existence of two solutions. To our knowledge, no existence result
was given when p is unbounded, and no a priori estimates, even in the case
where 1 is bounded. In the supercritical case Q > N/(N — 2), as shown
in [4], there can exist some measures p, which will be called Q-admissible
in €, for which problem (1.5) admits a solution for @ > 0 small enough,
for example p € L"(Q2) for r large enough. Such measures cannot be too
concentrated.
Finally in the case of the boundary problem
{ —Aw = w@, in Q,

w = a, on 09, (1.6)
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where A is a bounded measure on 052, Bidaut-Véron and Vivier [6] showed
the existence for any 1 < Q < (N +1)/(N —1), with the same conditions on
. And they gave an a priori estimate with respect to the measure A. Their
existence result is sharp when )\ is a Dirac mass at some point of 0f2.

Now consider the system (1.2). It admits particular radial solutions in
RN\ {0} of the form u(r) = Ar=2(+D/(ea=1) 4 (y) = Br—2(a+tD/(pa=1)  where
A= A(N,p,q) and B = B(N,p,q) if and only if

pg—1 pg—1
2(p+1)"2(qg+1)

This leads to defining a subcritical case, adapted to a point singularity, by

) > 1/(N - 2). (1.7)

min(

pg—1 pg—1
2(p+1)"2(qg+1)

) <1/(N =2),

min(

which is equivalent to

N
in(P
IIllIl( 7Q)< N72’ (SO)
with
p+1 q+1
=q—F, =p—-. 1.8
qq+1 Q pp+1 ( )

Notice that min(P, Q) > 1 if and only if pg > 1. Without loss of generality
it will be supposed in all the sequel that

P=gq (1.9)

It implies that p < P < Q <q if pg > 1. And (Sp) reduces to P < N/(N —2).
In the case (Sp) the local behaviour was described in [11] in the radial case,
and in [5] in the general case. Up to now, the existence of such singular
solutions was studied only in the symmetric case of a ball B(0,1) with a
singularity at {0}, via the Schauder fixed-point theorem; see [11].

2. STATEMENT OF MAIN RESULTS

In Section 3, we consider the scalar case of equation (1.1). We first prove
some preliminary results relative to the Green’s function. They are the
key tools for the construction of solutions, which we obtain by means of
supersolutions. They complete results of [13], [7] and [6].

First we need some notation. Let p(x) be the distance from any point
x € Q2 to 0. We denote by M () and M (09) the spaces of Radon measures
on Q and 09, and by MT(Q) and M™(9) the subsets of nonnegative
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measures. For any p € M(Q) such that [, p|du| < +oo, we can define
® = G(u) as the solution of the linear problem

—A® =p, in Q,
P =0, on 0f2,

in the integral or the weak sense (see Section 3 and [6]). Let us denote for
any k € [1,400) and v € [0, 1]
L¥(Q, pVdx) = {f measurable on €2 : / P frde < +oo}.
Q
The main result of this section concerns nonnegative measures u such that
Jo pVdp < 400 for some v € [0, 1]:

Theorem 2.1. Let p € MT(Q). Let v € [0,1] and Q > 0. Assume that
JopYdp =1 and

Q< (N+7)/(N=2+1). (Hy)
Then G(p) € L2(Q, p¥dx), and
G(G9p)) < CG(y)  a.e. in Q, (2.1)

where C'= C(N,Q,v,Q, 1) > 0 (independent of p if Q@ > 1).

Inequality (2.1) is the key tool for later existence proofs, since it allows
us to construct supersolutions of the equation. As a direct consequence, we
get the following result, which, to our knowledge, is completely new when

v # 0.

Theorem 2.2. Let 1 € M1 (Q) with [, pYdp < +oo for some v € [0,1].
Assume (H~), and Q # 1. Then problem (1.5) has at least one solution, for
any o > 0 small enough if Q > 1 (respectively for any o > 0 if Q < 1), such
that

w < CG(p) a.e. in €,

with C = C(N,Q,~,Q, o, ). In particular w € L9 (2, pYdx).

This shows that the notion of subcriticality depends on the behaviour of
the measure near the boundary, and more precisely on « € [0, 1]. The critical
value of @ is N/(N — 2) only for bounded measures. If the measure u only
satisfies [, pdp < +o0, then it becomes (N +1)/(N —1).

Then we prove a priori estimates for problem (1.5).

Theorem 2.3. Let n € M1 (Q) with [, pYdp < +oo for some v € [0,1].
If Q satisfies (Hvy), any solution w > 0 of problem (1.5) such that w €
LR(Q, p'dx) satisfies an estimate

Glap) <w < C(Glap) + p) (2:2)
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almost everywhere in Q, where C = C(N,Q,Q, au,w), independent of w
when Q > 1.

As a consequence we get local estimates when p has a compact support.
The result covers in particular the local estimates of [15] for u = J,. In the
general case it is new, even when v = (0. We use a bootstrap technique as in
[6] for problem (1.6). The main difficulty occurs in the case v # 0, and the
proof relies on fine regularity properties of the Green’s operator in suitable
weighted spaces.

Then we improve the estimates of Theorem 2.1: in particular when Q) >
2/(N — 2+ ) we show that

G(G9(n)) < C.GU 2/ WN=2ite(y) (2.3)

in €, for any € > 0 small enough and C; depends on . This result allows us
to make precise the behaviour of the solutions of (2.1), and it is crucial for
the study of system (1.2). Using the same ideas, we can show that in the
supercritical case Q@ > (N +v)/(N — 2+ ~), any function h € L"(Q, p7dx)
is Q-admissible in Q if > 1 is large enough. This was first shown in [4] in
the case v = 0 of bounded measures, but their proof was not extendable to
the general case, and our result gives a larger class of admissible measures.

Finally, combining the results of this section with those of [6], we deduce
existence results and estimates for the general problem

—Aw = w + ap, in €,
w = QA\, on 0,

with € M1 (Q) with [, pdu < 400, and A € MT(9Q) and o, & > 0, which
cover in particular the results of [6].
In Section 4 we first study system (1.2) with measure data in € and
Dirichlet conditions on 0f2:
—Au = vP + ap, in €,
—Av =ul + fn, in Q, (2.5)
u=uv=0, on 0f2,

(2.4)

where o, 3 > 0 and p,n € M™T(Q), possibly unbounded, with [, pdu +
fQ pdn < +oo. Our first result consists of proving existence in the subcritical
cases:

Theorem 2.4. Let n, € M1(Q) with [ p7dn+ [ p7dp < 400 for some
v €10,1]. Assume that pqg # 1 and

N+~

P = min(P S A

(Sv)
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G(p) € LS, p'dx). (Cv)
Then system (2.5) admits at least a solution for o, 3 > 0 small enough of
pq > 1, for any o, B > 0 if pq < 1, such that

G(GY(ap) + Bn) <v < CG(GY(n) +n), (2.6)

Glap + GP(GYap) + Bn)) < u < CG(p+ GP(GY(p) + GP(n)),  (2.7)
where C = C(N,Q,Q, o, i, 8,n). In particular u?,v? € L'(Q, pYdx).

In the case of an isolated singularity at a point a € 2, where u =1 = 4,,
Theorem 2.4 applies with v = 0. Condition (Cy) reduces to

qg<N/(N-2) ifa>0. (2.8)

It is well known that it is a necessary condition of existence, since u €
LL .(Q). Also the existence result is sharp, which means that (Sp) is also
necessary. In the general case, the question is more complex. We prove in

particular that existence of a solution of the scalar problem

—A® =P +£(GYp)+1n), in Q,
d =0, on 0f2,

for small e > 0 implies existence for system (2.5) for small o, 3 > 0. Con-
versely, existence for the system for small «, 5 > 0 implies existence of the
scalar problem

AV =UQ 4 5(u+GP(n)), in Q,
® =0, on 0f.

Next we prove a priori estimates for the solutions:

Theorem 2.5. Let n, p € M1 (Q) with [, pYdn+ [op7dp < 400 for some
v € [0,1]. Assume that (Sv) holds. Then any solutions u and v of problem
(2.5), such that ud € LY(Q, p7dz), satisfy estimates (2.6) and (2.7).

This result applies in particular to any solutions of the system under
condition (S1). The idea is to prove that under the assumption (Sv), the
solutions satisfy a pointwise comparison property, namely

u< G(p)+ CpP~ 2/ (N=2=9)+e

almost everywhere in €2, for any small € > 0 and for some C. > 0, whenever
p > 2/(N—2—~). Then we are reduced to a scalar inequality for the function
v of the form

—Av < C(v? + G4 p) + ),
where () is subcritical, so that we can use the results of Section 3. This
type of result is much more general. In fact we prove a comparison property,
available for any solutions u and v of the system, without assuming (S+):



EXISTENCE OF SINGULAR SOLUTIONS 7

Theorem 2.6. Let j1,n € MT(Q) such that [, pdp+ [, pdn < 4oco. Let u
and v be any solutions of system (2.5). Then

u < Glap) + Lot/ (@) (2.9)
almost everywhere in Q, with € = ((¢ +1)/(p + 1))+,

This result extends the preceding one of [5, Theorem 1.2] for that system,
and its proof is delicate, because of the lack of regularity of the solutions.
Finally, we consider the general system
—Au =P + apu, —Av =uf + O, in €,
U= QA\, v =Pk on 012,

where \,x € MT(99Q) and &,3 > 0. We extend the previous results to
system (2.10), in particular when (S1) holds.
All our results apply in particular to the biharmonic problem with un-
known u > 0 superharmonic in €:
A%y = ul + Bn, in £,
{ U = Q\, on 0f),

for any ¢ > 0, by taking p=1, u =0 and k = 0.

(2.10)

3. THE SCALAR CASE

3.1. Weak solutions of the Laplace equation. Let G be the Green’s
function of the Laplacian in €, defined on the set {(z,y) € @ x Q:z #y}.
Let P be the Poisson kernel defined on £2 x 992 by

P(z,z) = —0G(x, z)/0On.

Let B(x,r) the open ball of center z and radius r > 0.

Recall that any superharmonic function U > 0 in Q satisfies U € L}, (Q).
From the Herglotz theorem, there exist some unique p € M™*(Q) and X\ €
MT(99Q) such that U admits an integral representation

U = G + POV, (3.1)

where, for almost any x € (),
G(e) = [ G@dut). P = [ Pl (32
Moreover, [o pdp < +oo. Conversely, for any p € M(Q) such that [,
pd |u] < +oc and A € M(99), the function U defined by (3.1) lies in L, .(Q),

and satisfies the equation

—AU =p in D'(Q).
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We shall say that U is the integral solution of the problem

{ —AU = p, in €,

U= on 99, (3.3)

It is also characterized as the weak solution of the equation, in the sense that
U c LY(Q) and

/QU(—Ag)da;:/Qfdu—/m %dA, (3.4)

for any £ € C’é’l(ﬁ); see [6]. We call A the trace of U on 02. Now for any
superharmonic nonnegative function U € L'(f2), and any pu € M™*(Q) such
that [ pdu < +oo we will say that —AU > p in the weak sense if

Jveagar= [ can (3.5)

for any nonnegative £ € Cé 1(Q). It implies that U > G(u).
Now we set for any k € [1,400) and v € [0,1],

W@, pldz) = {f € L9, pda) 1 [V f] € L5Q, pdx) |,

and V[/Ol’k(Q7 pYdz) is the completion of D(Q) in W1*(Q, pYdx) with its usual
norm. Recall that W()I’S(Q,p"dx) C LF(Q, p"dx) whenever 1 < s < k with
N/k—N/s+1>0and (N+7)/k— (N +0)/s+1 >0, and the injection is
compact when N/k — N/s+1>0and (N+71)/k— (N +0)/s+ 1> 0; see
[12, Theorems 19.10, 19.11].

Let us recall some continuity properties of the Green’s and Poisson opera-
tor G and P, proved in [6] in weighted spaces. For simplification we consider
only nonnegative powers of p. We refer to [6] for more precise results and
estimates in Marcinkiewicz spaces.

(P1) G is bounded from the set B, = {u € M(Q): [, pd|p| < +oo}, into
L*(Q, pTdx) for any 7 € [0,7yN/(N —2)) if v # 0, for 7 = 0 if v = 0, and
any k€ [1,(N+71)/(N—-2+7)).

(P2) G is bounded from B., into W,* (2, p”dz) for any o € [0, Ny/(N — 1))
if v € (0,1), for any 0 € (0,N/(N —1))if v =1, for 0 = 0 if v = 0, and
any s € [1,(N+0)/(N —1+4+)). As a consequence, if (u,) is bounded in
B, and converges weakly to y, then G((uy)) converges strongly to G(u) in
LF(Q, p7dz) for any 7 € [0,yN/(N —2)) if v # 0, 7 = 0 if v = 0, and any
Ee[l,(N+7)/(N—-2+7)).
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(P3) P is bounded from M(99) into W1*(, p°dx), for any o > 0 and
s €[1,(N +0)/N). Hence if \,, converges weakly to A, then P(\;) converges
strongly to P(\) in L*(Q, p"dx) for any 7 > 0 and k € [1,(N +7)/(N —1)).

3.2. Notion of solution of the semilinear problem. Let y € M™*(Q)
such that fQ pdu < 400, and o > 0. We will say that w > 0 is a solution
of problem (1.5) if w is superharmonic, with trace 0 on 99, such that w® €
L} (Q) and
—Aw=w%+au in D(Q).

That means equivalently that w? € L'(€, pdx) and w is a weak (or integral)
solution of the problem.

Remark 3.1. When p satisfies [, p7dp < 400 for some v € [0,1), the
notion of a solution of problem (1.5) given above appears to be too weak for

obtaining a priori estimates. In that case we are led to assume that moreover
w@ € LY(Q, pdx). If (Hvy) holds, this is equivalent to

wGW&’S*(Q,p7d$) with  1/s" =1/Q+1/(N + ).

This concept of solution was also introduced in [2] in the case v = 0 of
bounded measures.

3.3. Some concavity properties. Here we give some concavity lemmas
that we shall use several times in the sequel.

Lemma 3.1. Let w = G(h + o) + P(\), with h € LY(Q, pdx), h > 0, and
o e MT(Q), [pdo < +oo, and X € MT(9R). Then for any 6 € (0,1), one
has pw’~'h € LY(Q) and

~Aw?) > 0w’ th, (3.6)

i the weak sense.

Proof. Let hy,,0, € D(Q), A\, € C®(Q), hyp,0n, Ay, > 0 be such that h,
converges strongly to h in L*(€, pdx), oy, converges weakly to o, \,, converges
weakly to A and [|pon 1) < Jq pdo, [AnllLro0) < Joq dA. Let wy, =
G(hyp + 0p) + P(An). Let € > 0. Then

—A((wy + 5)9) > 0(wn + E)Q_Ihm
in the classical sense. Hence

/ (wn + &) (—AE)dz > 0 / (wn + )0~ I d,
Q Q

for any nonnegative £ € Cé’l(ﬁ), since A\, > 0. Now w, converges to w
weakly in L*(Q) for any k € [1, N/(N — 1)), and after an extraction almost
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everywhere in Q, from (P1), (P2) and (P3). Then (w, + ¢)? converges
weakly in LY?(Q). And (w, +€)?h, < e? 'h,&; hence we can pass to the
limit and obtain

/Xw+@%ﬁxmx29/@n+@9%&m.
Q

Q
Now we go to the limit as ¢ — 0 from the Fatou Lemma. Then (w?1h €
LY(Q); hence pw?~'h € L'(Q), and we get (3.6). O

The next lemma is a variant for measures of the result of [7, Lemma 5.4].
We give the proof for better comprehension.

Lemma 3.2. Let h € L'(Q, pdx), with h > 0. Let

z=G(p),  w=Gn),
with p,n € MY(Q), u #0, [ pdu+ o pdn < 400, such that —A(w—2z) > h
in the weak sense. Let o be a concave nondecreasing C? function on [0, +00),
such that p(1) > 0. Then ¢'(w/z)h € L*(Q, pdx) and

~AGp(2) 2 ¢ (D)h, (3.7)

in the weak sense.

Proof. We can write n = h+pu+o, with o € M1 (Q). Let hy,, pin, 0 € DT(Q)
such that h,, converges strongly to h in L'(Q, pdz), and pu,, o, converges
weakly to u,o. Let

zn = G(ln), Wy, = G(hy, + pn + op).

Then z, converges strongly to G(u) in L'(Q), w, converges to w in L'(Q),
and after an extraction almost everywhere in 2. Hence z,, > 0 in € for large
n. From concavity,
w w w
—A(znp(—)) = ¢'(—) (hn + 0m) = ¢/ (— ),
Zn Zn Zn
in the classical sense (see [7]) since p(1) > 0 and ¢’ > 0. Also
wp, w
0 < 2np(—) < 2n(0(0) + ¢'(0)—=) < Clzn + wn),
Zn Zn
for some C' > 0. Then z,¢(w,/z,) converges in L'(2). For any nonnegative

€€ C’é’l(ﬁ) we have
/Q onp(22) (~Ad > /Q ¢ ()b

Thus we can pass to the limit with Lebesgue’s theorem and Fatou’s lemma,
which gives (3.7). O
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3.4. Green’s properties. We begin by a simple result, with an elementary
proof, which guides the whole study:

Lemma 3.3. Let 0 < Q < N/(N —2). Then ES € LY(Q), and there exists
Cy = Cy(N,Q,Q,a) such that

G(EQ) < C,E, in Q\{a}. (3.8)

Proof. We have |z — a|7(N72)(°2 € LY(Q); hence EQ € LY(Q), and E,(z) <
Clz —a)* with C = C(N). Denoting by D the diameter of Q, the function

|x >~ N2 if Q> 2/(N —2),
z— h(z) = — |z —al*” (N— 2Q ifQ<2/(N-2), (39
ln(D/ |z — al) if @ =2/(N-2),
satisfies —Ah = C'|x — a\_(N_Q)Q in D'(Q2), with C = C(N,Q,Q) > 0; hence,
G(EQ) < Ch < Clz—a)*™V, (3.10)

with C = C(N,Q,Q) > 0. Let » > 0 be small enough, such that X =
B(a,r) C . Then (3.8) holds in X\ {a}, since |z — a|V % E, is minorated
on X. And

G(EZ)(x) < Caplx) < CoF, (3.11)
in Q\ X, with another C, > 0, since G(E?) € C* (Q\X), and from the Hopf
lemma. Hence (3.8) holds. O

Now we prove Theorem 2.1, which gives a much stronger result than
(3.8), but needs more precise estimates of the Green’s function. It shows in
particular that in Lemma 3.3 in fact C, does not depend on a.

Proof of Theorem 2.1. We have G (1) € L'(Q, p¥dx) from [6], since Q <
(N +7)/(N — 2+ 7). First assume that @ > 1. We have

B ) [ Ey(@) .
_/Qg( ,y)cm(y)—/Q pg(y)p (y)du(y);

hence from the Jensen inequality,

z Q
GQ(M)(%)E/{)(%) P (y)du(y),
)< /Q G((—22-)R) ()" (y)dpa(y) = /Q G(ED) ()07 (y)du(y).
Gy, 2)\ "
G(EZ)(x)p" =9 /Q:cz (y, 2 ( ’ ) dz.

P (y)

Now
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Also we have the estimate
G(y,2) < Cmin(ly — 21*~ , p(y) ly — 21", (3.12)
with C' = C(N,Q) (see [6]), which implies
Gly,2) < Cp (y)ly — =77,
with C = C(N,~,Q). Now recall the 3-G inequality (see [8]):

G(x,2)G(y, 2)
G(x,y)
where C' = C(NV, ). It implies

G(E)()p"" =D (y) < CG(x,y)I(x,y),
with C = C(NV,Q,~,?), and

Taw) = [ a0 (oo ey — oY) i

: /Q (Jz = 2| + |y — 2| M@ gz < 0,

< C(\x—z!Q_N—i— \y—z]Z_N> (3.13)

and C = C(N,Q,~,Q), since Q@ < (N +7)(N —2+4+~v) < N/(N —2). Thus

md%mwscégmwwwgommm.

Notice that C'= C(NV,Q) when @ = 1. Now assume @ < 1. Then
G(GO(n)) < G(1) + G(G(w)). (3.14)

Now G(1) < Cp in 2, with C = C(N,Q). Now considering a compact K
C () contained in the support of u, the restriction pux of p to K satisfies
G(pux) € CHQ\K) from [9, p. 578]. Then G(u) > G(ug) > Cp in Q\K
from the Hopf lemma, with C' = C(N,, p). Then in turn G(u) > Cp in Q,
with another C' > 0. Hence (2.1) follows. O

Remark 3.2. Theorem 2.1 is true for more general second-order operators,
namely those which satisfy the 3-G inequality.

3.5. First existence results. Here we prove Theorem 2.2, which means
existence in the subcritical cases where (Hvy) holds for some « € [0, 1]. It is
the direct consequence of Theorem 2.1 and the following general existence
result, proved for example in [13], at least for @@ > 1. We give the detailed
proof for a better comprehension of the sequel.



EXISTENCE OF SINGULAR SOLUTIONS 13

Theorem 3.4. Assume that for some Cy > 0,
G(G9(n)) < CoG(p), (3.15)

almost everywhere in Q. Then problem (1.5) admits a solution, for any a > 0
small enough if Q > 1, for any a >0 if Q < 1.

Proof. One can assume a # 0. Let W = AyG(ap), where Ag > 0 is a
parameter. Then under the condition (3.15),

GW? + ap) < (CoAZa® + )G (p),
hence
W > GWY + ap), (3.16)
as long as
CoAZa®~! +1 < A,. (3.17)
If @ > 1, then (3.17) is satisfied for any Ay > 1 and for small a. If Q < 1,
the relation is satisfied for any a > 0, after choosing Ag large enough. Now
the existence of a supersolution in the sense of (3.16) implies the existence of

a solution. Indeed by induction we can construct a nondecreasing sequence
(wy,) such that wy = aG(u),

wy = G(wy ) +aG(n),  n>1,

and w, < W. Then (w,) is bounded in L'(2) from (P1); hence, from the
Beppo-Levy theorem, w, — w and w? — w? in L' () and almost every-
where in Q. Then G(wg_l) — G(w?) in L}(Q) from (P1), so that w is a
solution of (1.5). And this solution satisfies

w < A)G(ap), if Q> 1, (3.18)
w < max(2a, (200)YING(p),  ifQ <1, (3.19)
where (3.19) follows by taking Ay = max(2, (2Co)"/=®@) /q). O

3.6. Necessary and sufficient conditions of existence.

Definition 3.1. For given Q > 0, @ # 1, and p € M™(Q) such that [,
pdu < +o0o, u # 0, we shall say that u is Q-admissible in  if the problem
(1.5) admits a solution for o > 0 small enough.

When @ < 1, and even any Q < (N+1)/(N—1), any measure u € M™(Q)
such that fQ pdy < 400 is Q-admissible in Q from Theorem 2.2. When
@ > 1, the condition (3.15) is a necessary condition of existence of a solution
of problem (1.5) for a > 0 small enough, from [13]. In fact as in [7] we can
obtain more precise results. We denote Q' = Q/(Q — 1).
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Proposition 3.5. If Q > 1 and the problem (1.5) admits a solution, then
1
G(Gap)) < o _1¢n) (3.20)

Proof. The proof of [7] in the case pu € L'(2, pdx) extends to the general
case: we can suppose that & = 1 and p # 0. Assume that (1.5) admits a
solution w. We can apply Lemma 3.2 to functions w and z = G(u), with ¢

s (1-s-9/@Q-1), fors>1
4‘0(8):{ s—1, ’ forszl.,
Then w w
—A(G(u)w(@)) > s@'(@)wQ = G(n) (3:21)
in the weak sense; hence
1 w
ﬁG(M) > G(M)%’(@) > G(G(u))-
d

Remark 3.3. Condition (3.15), equivalent to existence, implies that
G9(u) € LY(Q, pdz). (3.22)
Indeed we have w® € L'(Q, pdz), and w® > G9(au). Condition (3.22) is
strictly weaker than (3.15). Indeed if @ > N/(N — 2), from [4], there exists
a function f € L™(Q) with 1 < r < N/2Q’, such that the corresponding
equation has no solution. Hence f does not satisfy (3.15), but G(f) €
W27 (Q); hence G(f) € L¥(Q) for any 1 < s < rN/(N — 2r). In particular
we can choose r such that Q@ < rN/(N — 2r), since Q > N/(N — 2); hence
GY(f) € LY(Q).
Remark 3.4. Assume here that Q > 1. Let us define
G(G? x
K — sup | EEA@)
sea|  G(u)(x)
as in [7]. If problem (1.5) has a solution, then from (3.20),

a<((Q—1)K (w19, (3.23)

And reciprocally, if p is @Q-admissible in €, taking Ag = Q/(Q — 1) in the
proof of Theorem 2.2, we deduce that, for any « such that

a < (QCy)Y 19 (3.24)

in particular for any « such that
a < (QK(u)"""/q), (3.25)
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problem (1.5) admits at least a solution w such that, from (3.18),

Glap) <w < Q'G(au). (3.26)
In particular, under the assumptions of Theorem 2.1, using (2.1) we can
take Cop = C ([ ,o'Yclu)Q*1 , where C' = C(N, Q,~, ). Then condition (3.24)
means that

a/Qp'Ydu <C*, (3.27)

for some C* = C*(N, Q,~,?)) independent of 1. We shall use this result in
Section 3.8.
Remark 3.5. Other necessary and sufficient conditions for existence have
been given in [4] and [13]: for given @ > 1, a measure u € M™(Q) such that
fQ pdu < +o0o, i # 0, the following conditions are equivalent:

(i) p is Q-admissible in €,

(ii) (3. 15) holds for some C’o > 0,

(iii) G () is Q-admissible in €,

(iv) there exists C' > 0 such that, for any g € L%°(f) with compact

support,
/G )g dx <C’/ Q’ Td

(v) there exists C' > 0 such that, for any Borel set A C Q,

/ pdu < Ceap(A),
A

where cap(A) is the weighted capacity of the set A defined by
cap(A) = inf { / g9dz:ge L9(Q), g >0, G(g) > pon A}.
Q

Notice that the conditions (iv) or (v) are generally hard to verify. Obviously
(ii) implies (iii). For proving that (iii) implies (i), one writes problem (1.5)
in the form

w=aGu)+h,  —Ah=(h+Glap)?, (3.28)

and observes that the problem

—Ah = Mg(h® 4+ G9(ap))
admits a solution for & > 0 small enough, which is a supersolution of (3.28).
We shall give a new example of ()-admissible measures in Section 3.8.

Remark 3.6. In Theorem 2.2, we have excluded the linear case () = 1.
In that case, (3.15) is satisfied for some Cy = Cy(N,?) independent of p,
from Theorem 2.1. Then a sufficient condition for existence (for any a > 0)
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is that Cyp < 1. Denoting by A; the first eigenvalue of —A with Dirichlet
conditions, we have also a necessary condition: A\; > 1. Indeed let ¢ > 0 be
an eigenfunction for A;. If there exists a solution w, then

/w(—Acpl)d:)::)\l /wwld:r:/wgol dw—i—a/cpldu.
Q Q Q Q

3.7. A priori estimates. Now we prove a priori estimates. Clearly, esti-
mate (3.18) is not sufficient, since we have no uniqueness of the solutions;
see [2]. Our result concerns more generally subsolutions of the equation.
The proof lies in a bootstrap technique. It is an adaptation to the interior
problem of the one of [6, Theorem 1.2] for the boundary problem (1.6). The
main difficulties come in the case v # 0.

Theorem 3.6. Let 1 € M1 (Q) with [, pYdp < +oo for some v € [0,1].
Assume that (Hvy) holds. Let w > 0 be any function in 2, such that

w < Gw? + ap), (3.29)
almost everywhere in Q, and w € L2(Q, pYdx). Then
w < C(Glap) + p), (3.30)

almost everywhere in Q, where C = C(N, Q, Q, apu, ||wHLQ(Q prd))-
Proof. One can assume @ > 1. Indeed if () < 1, then
w< Gw+ (14 ap))

so that we are reduced to the case Q = 1 with measure 1 + .
i) The case v = 0. That means u is bounded. We can assume o = 1.
Here we follow the technique of bootstrap of [15]. Let us set

wr = (w—G(p)" < Gw?);

hence w < G(u) + wy. Now w € LP(Q) by hypothesis; hence p + w? is a
bounded measure. Then w € L*(Q2) for any s € [1, N/(N — 2)) from (P1).
Since Q < N/(N —2), w? € L*(Q) for some ky > 1. We can choose kg such
that
N/2Q' < ko < min(N/2, N/(N — 2)Q).
Hence G(w?) € W02’k° (Q), and from the Sobolev injection, w? c LM (Q),
with
k1 = Nko/(Q(N — 2kg)).
Now w® < Mg(G®(u) + w?), with Mg = max(1,297!); hence from (2.1),

w < C(G(GP(p)) 4+ wa) < C1L(G(p) + wa),
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where wy = G(w?); hence
w < C1(G(n) + wa),
2

and wg € I/V02’k1 (). By induction for any n > 2, we can define w,, = G(w,’_,

such that
Wn < CalG) + was1), w0 < CLG() +wat1),

where C,, and C/, depend only on N,Q, and p. And w? € L*(Q), till
kn—1 < N/2, with k,, given by

kn = Nk’nfl/(Q(N - anfl))- (331)

But the whole sequence (k) is increasing to infinity: otherwise k, — ¢ =
N(Q—1)/2Q, which is a contradiction, since £ < ko. Hence there exists some
no = no(N, Q) such that wy, € C°(Q). Then

w < Oy (G(p) + G(1)) < Cry (Glu) + p) (3.32)

in 2, and C;{O depends on N, @, 2, i, and HwQHLI

(3.30) follows.

ii) The case 0<vy < 1. Let m > 2 be some fixed integer such that
v/m < N+vy—(N-2+7)Q.

Now w® € L'(9, p7dz) by hypothesis; hence [, p7 (dp+w?dz) < +00. Then
from (P1), w € L¥(Q, p"dx), for any k € [1,(N +7)/(N — 2 +)), and any
7 € [0,7]. For any n € [0,m], let

™ =~(1—n/m) €0,1].

(Qpdz)’ from (P1). Then

Let wg = w; hence
wl € L°(Q, pdz), with 1<ro< (N+7)/(N—-2+7)0Q.

Here again we define w; as above, and w; < w, so that we can define wy =
G(w®) in L}(Q). Now wy € L¥(Q, p™dx) for any ke [1,(N+7)/(N—2+7)))
and any 7 € [0, 79]. Taking 7 = 71, we get

w¥ e L' (Q, pndz), with 1 <71 < (N +71)/(N—2+7)Q,

since N+71—(N=24+7)Q=N+~v—(N—-2—-7)Q —~/m >0 . For any
n < m, assume by induction that w,_; = G(wfgq) in L}(Q), and that

wl | € I'n1(Q, p™tdx), with 1<ry 1 < (N+7m1)/(N—24702)Q.
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Then we can define w,, = G(wg_l) in L'(Q), and, for any k € [1,(N +
70)/(N =2+ 7,_1)), we have w, € L¥(Q, p™dx). Now
(N+7)—(N=2+7-1)Q > (n—1)(Q —1)y/m = 0;
hence
w? € L' (Q, p™dx), with 1 <7, <(N+7)/(N =24 71)Q.
Now in case n = m, we have 7,,, = 0. This proves that wl € L (Q),with

rm > 1, and we are reduced to t}f first case: there exists an integer ng =
no(N, Q) such that wyyrm € CO(2). Then (3.30) follows again. O

Now Theorem 2.3 follows.

Proof of Theorem 2.3. From Theorem 3.6, it remains to prove, as in [10],
that for any solution w of (1.5), is bounded independently of

wQHLl(Q,mdx)
w when @ > 1. Let again ¢1 > 0 be an eigenfunction for A;. Then

/w(—Agol)dx:)\l /wwldx:/ngoldx—l-a/ngdu,
Q Q Q

and the result follows from the Holder inequality. O

Notice that the assumption w € L?(§2, p?dz) in Theorem 2.3 is always
satisfied when v = 1. In the case of measures with compact support, with
v = 0, we can deduce local estimates for the solutions:

Theorem 3.7. Let p € M™(Q) with compact support K. Assume (Hp). Let
w > 0 be any solution of the problem (1.5). Then for any regular domain
such that K C ¥ CC Q, there exists C' > 0 such that

w(z) < C'(G(ap) +1) a.e. in . (3.33)

Proof. By hypothesis, we have
—Aw = w? in D'(Q\K),
and w € L*(Q) for any k € [1, N/(N —2), from (P1), since u is bounded.
Then by the same bootstrap, we have w € C*°(Q\ K); hence w is bounded on
0. Let y be harmonic in €', such that y = w on 9, and let z = w—y >0
in Q. Since y is bounded, there exists C’ > 0 such that
—Az=(z+y)?4+ap <C2° +au+ ' in D' ()
z2=0 on 0.

Hence from Theorem 3.6, denoting by G’ the Greeen operator in
2(z) < C'(G'(ap) + 1) in Q,
with another C’ > 0, which implies (3.33). O
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3.8. New Green’s properties and existence results. In view of the
study of systems with measures we need more precise properties of the func-
tions G and P. First let us improve Lemma 3.3.

Lemma 3.8. Under the assumptions of Lemma 3.3, we have
G(E?) < CuE;, (3.34)
for any s € (0,1] such that s > Q — 2/(N —2), with Cy = Co(N, Q, 5,9, a).
Proof. From (3.10) and (3.9), the inequality holds in X = B(a,r) C €,
since either s > Q@ —2/(N —2) > 0,0or s >0 > Q —2/(N —2). And it
holds from (3.11) in Q\ X, since ES > Cyp® > Cop in Q\X , hence in Q. If
Q@ > 2/(N — 2), we have more precisely
G(EQ)(z) < Cylz —aN"VPUE, inQ.
(]

Now we will extend property (3.34) to measures, which is also an essential
point for the study of the system.

Theorem 3.9. Let p € MT(Q). Let v € [0,1] and Q > 0. Assume that
Jopdp =1 and (Hy) holds. Then for any s such that

2 o<1 (3.35)
N—-2+7 =5 ’

there ezists C = C(N,Q,~,s,Q,u) > 0 (independent of u if Q@ > 1), such
that

max (0, Q —

G(G®(n)) < C G*(p) a.e. in . (3.36)

Proof. Returning to the proof of Theorem 2.1 with @) > 1, we have seen
that

G(GO(u))() < /Q G(ED) (2)0"9) (y)du(y).

Now let s € (0,1] be fixed. We now write

G(EQ)(2)/1-D(y) = - (y) /Q G(z, )G9y, 2)dz

2\ 97
=10 [ 60 g () (S0 s

Hence from (3.13) and (3.12),
G(EQ)(2)p" 1= (y) < CG* (2, )0~ (y) (=, y),
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with C = C(NV,Q,~,?), and
Is(z,y)
_ / (o = 2|80 Jy = 2G99 [ — 2| @M=y _ 5|V @=0g
Q
< [ (o= sl+ly—s) V@ <,
Q
with C = C(N,Q,7,s,Q), since s > Q —2/(N — 2+ ~). Thus
G(G2)(a) < C [ G w)duy).
Hence from the Jensen inequality, since s < 1, and fQ pldu =1,
g(fc,y)>s
C / ( P (y)du(y
o\ P (y) W)duty)

c ( M/ﬂ(mdu(y))s < CG*(1)(a).

IN

G(G9(w))(x)

o Py
Now assume Q < 1. Then
G(GUn)) < G+ G(w) < G(1) + CG* () < C(p* + G*(u)) < CG*()
with C' = C(N,Q, ), from the Hopf lemma. Hence (3.36) follows. O

Remark 3.7. Assume that 2/(N —2) < Q < N/(N —2) and p € MT(Q)
has a compact support K. Then we also get (3.36) with s = Q —2/(N —
2). Indeed we can suppose [,dp = 1. Then from (3.10) and the Holder
inequality,

G(G2p))(x) < /

K

< C/KI:L“—yIQN)Q+2 du(y) < C </K|ﬂf—yl(2N) dp(y)

with C = C(N,Q). Now if we consider a domain Qg such that K C
Qr CC Q, we have |;E—y|(2_N) < CkG(z,y), for any =,y € Q, with
Cx = Cg (N, K, Q); hence with another C,

G(GO))(x) < CrG™™ 7 () (@), (3.37)

G(EQ)(x)du(y) < /K G(z — 519 (2)dp(y)

)

>Q—2/<N—2>

in Q. Since p has a compact support, we have G(u) > Ckp in Q\K .
Moreover we can write G?(u) = wy +ws with wy € LY(Q) with support in K
and wy € L®(Q). Hence G(G®9 (1)) € CHQ\K) , so that G(GP(u)) < Ckp
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in Q\K. Since p < CpQ=2/(N=2) relation (3.37) is also true in Q\K, hence
finally in €.

Remark 3.8. Using Theorem 3.9 one can make precise the a priori esti-
mates of Theorem 2.3 by an asymptotic expansion: under the assumptions
of Theorem 2.3, any solution satisfies

w—Glap) < CG*(ap),
for some C' > 0, for any s satisfying (3.35) since
w = Glap) + Gw?) < Glap) + CG(G(ap)).
By iteration one can get a complete expansion of the solution.
Now we prove more general results also adapted to supercritical cases,

with a quite different method.

Theorem 3.10. Let Q >0 and R€ [Q,Q + 1), R # 1.
(i) Let n € M*T(Q) such that [, pdn < 400 and n is R-admissible in €.
Then there exists C > 0 such that

G(G®(n)) < CG*(n) (3.38)
withs:©+1—R.
(ii) Let p € MT(Q) such that [ pdp < +oo and GB/3(u) is R-admissible
in Q. Then 1 is (Q/s)-admissible in Q.

Proof. (i) When R = Q, (3.38) follows from Theorem 2.1. Now suppose

that R # Q. Then s € (0, 1) . By hypothesis, the problem

_ ®R :
{panre bt @i
has a solution for € > 0 small enough, such that
® < CG(en),
from Theorem 3.4. Let ¥ = ®° . Then from Lemma 3.1, we have
AT > s AD) > sBRT = 539,
in the weak sense. Then ¥ > 3G(<I>é). And ® > G(en); hence
SG(G2en)) < B° < C*G°(en),
which means B
G(Gm) < CG* (), (3.40)

with C = C(N, Q, R, 7).
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(ii) Take 7 = G*™/*(u) in the preceding proof, and let ® be the solution of
(3.39). We set F =W + G(%/Bp) = ®° + G(e%/%p). Then

SAF > B s T (-AR) = o+ 5@ T (@F 4 cGR())
> 2,_:S/Rlu_|_C«};w(sfl)/stR/sj

with C' = sM Ig/ls. Then F is a supersolution of the equation

—Aw = Cuw?/5 + e/ By,
Then p is Q/s-admissible in €. O

Thus we find again Theorem 3.9 from Theorem 2.1 and the first part of
Theorem 3.10. Indeed let us take @ = @, and s satisfying (3.35), and
R=Q+1-s.1If s# @, then R# 1. Then R < (N +~)/(N —2+ ), hence
n is R-admissible in €2 from Theorem 2.1, and R # 1; hence (3.40) holds. If
s =Q <1, we get the result as in Theorem 3.9.

Now the second part of Theorem 3.10 gives us an interesting result of
existence in an uppercritical case:

Corollary 3.11. Let Q > (N +v)/(N — 2+ ), with v € [0,1]. Let
r> (N +7)/2Q". (3.41)
Then
(i) any measure € M*(Q) such that [, pdp <+oo and G9(u) € L7 (2, pYdx)
18 Q-admissible in €,
(74) any function h € L"(Q, pYdx) is Q-admissible in ).
Proof. (i) We have Q > 1 and r > 1. We apply the second part of Theorem
3.10 to p with now @ = (s, and
1
§—= -
1+Q(r—1)
From (3.41), R is subcritical: R < (N +7)/(N — 2+ 7). Then G®/*(u) =
GO (n) € LY(Q, p¥dz). Hence GB/3(p1) is R-admissible in ©, from Theorem
2.2. Then p is Q-admissible in €2 from Theorem 3.10, since Q = @/5
(ii) From Remark 3.5, G9(y) is also Q-admissible in Q. Now the set H of
functions h € L7(, p¥dz) of the form G?(u) is dense in L"(, p¥dzx), since
H contains the functions @@ for any ¢ € D(Q), and DH(Q) is dense into
LO™H(Q, p¥dx). Then for any h € L"(Q, p7dx) there exists h,, € H such that

hy, — h in L"(2, p7dx). Then for a given o > 0, there exists a function w,, a
solution of

and R = Qsr=Qr. (3.42)

—Aw,, = wg + ahy,, in Q,
wy, =0 on 01,
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as long as an P hpdx < C*, from (3.24), where C* = C*(N,Q,~,), in
particular for o = C*/2 fQ P hdx and n large enough. Then

1

from Proposition 3.5, and G(h,,) — G(h) in L'(Q) from (P1), and after an
extraction almost everywhere. Hence we can go to the limit and get

1
Q-1
so that h is Q-admissible in 2 from Theorem 2.2. O

G(G%(ah)) < G(ah),

Remark 3.9. In the case v = 0 of bounded measures, we get existence
for any p € W=27(Q). Thus we extend the existence result of [4, Corollary
3.2] for any h € L"(Q), except for the critical case r = N/2Q" when @Q >
N(N —2). Here one can get the implication (i)==-(ii) directly, since for any
h € L"(), we have G(h) € W?7(2); hence G(h) € L"(2) from the Sobolev
injection, since r > N/2Q’.

3.9. Equation with interior and boundary measures. First we recall
and extend the results of [6], which are the equivalent of Theorems 2.1, 2.2
and 2.3 at the boundary.

Theorem 3.12. (i) Let A € MT(99Q). Assume that (H1) holds. Then
P(\) € L9(Q, pdx), and

G(P?()\)) < CoP()) a.e. in Q, (3.43)

for some Cy > 0.
(i7) Let A € M1(9Q) satisfying (3.43), and Q # 1. Then there exists a
solution w of problem (1.6), for any & > 0, small enough if Q > 1, such that

P(a\) <w < CP@\)  inQ, (3.44)

and (3.43) is also a necessary condition for existence if Q@ > 1.
(791) When (HL) holds, any solution of (1.6) satisfies the estimate

P(a)) <w < C(P(aX) + p) in Q. (3.45)
Proof. These results follow from [6, Theorems 1.1 to 1.3] for @ > 1, and in
fact (3.43) holds also for @ = 1. It remains true for 0 < @ < 1, since
G(PP(\) <G+ P(\) < G(1) +CP(N).

Now G(1) < Cp in Q, with C = C(N,Q). And P(\) > Cp in Q, with
C = C(N,\ Q). The proofs of existence and a priori estimates can be
extended as in Theorems 2.2 and 2.3. O
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Remark 3.11. For any A € M1 (99Q), and any Q > 0, the existence implies
that P(\) € L9 (9, pdz), as in Remark 3.3.

Definition 3.2. For given Q > 0, Q # 1, and A € MT(99Q), A # 0, we shall
say that A is Q-admissible on 0f) if the problem (1.6) admits a solution for
& > 0 small enough.

Now with the preceding result for the problem with an interior measure,
we can consider more generally a problem with interior and boundary mea-

sures:
—Aw = w® + apy, in Q,
w= QA on 0f2.

Theorem 3.13. Let i € M™(Q) such that [, pdp < 400, and A € M1 (0Q),
A #0, and a,a > 0. If p is Q-admissible in Q0 and A is Q-admissible on
09, in particular if (H1) holds, then problem (3.46) has a solution for a and
a small enough, such that with another C

w < C(G(p) + P(N)). (3.47)

Moreover if (H1) holds, then any solution w of problem (3.46) satisfies the
estimate

(3.46)

G(ap) + P(a)\) <w < C(G(p) + P(X) + p) (3.48)
where C' = C(N,Q, 2, &\, ap).
Proof. In fact this problem can be reduced to an interior one. Let us set
w = P(a\) +y.
Then (3.46) is equivalent to

—Ay = (P(@G\) +y)? +ap,  in Q,
y=20 on 0.

Now (3.43) implies P9()\) € LY(Q, pdzx) and
G(GUP(N) < CG(PP(N)); (3.50)
hence P9()\) is Q-admissible in €, so that the problem

—Az = Mgz? + MgP?(a\) + ap, in Q,
z=0 on 052,

(3.49)

(3.51)

with Mg = max(1,2971), admits a solution z, for a, & > 0 small enough if
Q@ > 1, for any o, & > 0 if Q < 1. Moreover,

2 < CG(PO(N) +p) < C(P(N) + G(n), (3.52)

for some C' > 0, from Theorem 3.4. Then z is a supersolution of problem
(3.49). Then this problem admits a solution y < z. Hence problem (3.46)
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has a solution satisfying (3.47). If (H1) holds, for any solution w of (3.46),
y is a subsolution of (3.51); hence from Theorem (2.3) it satisfies

y < CG(PP(\) + p+p) < C(P(N) + G(u) + p),
and (3.48) follows. O

Remark 3.12. Reciprocally, if problem (3.46) admits a solution with a, 5 >
0, then (3.15) and (3.43) hold, since existence for a, & > 0 implies existence
for « > 0,& =0 and o = 0,& > 0. Also (3.43) is equivalent to (3.50).

In other words, A is Q-admissible on 99 if and only if P?()\) is Q-
admissible in 2.

As in Section 3.8, we can improve (3.43):

Theorem 3.14. Let Q > 0 and R € [CNQ,@ +1), R#1.
i) Let A € M (0Q) such that \ is R-admissible on 9. Then there exists
C > 0 such that

GPO(N) < C P\ inQ, (3.53)

with s = Q + 1 — R. In particular if (H1) holds, then (3.53) holds for any
s € (max(0,Q —2/(N —2),1)].

i) Let k € LY5(09Q) such that k% is R-admissible on 0. Then k is (Q/s)-
admissible on OS.

Proof. i) This estimate cannot be reduced to an interior one. We can as-
sume A # 0. From Theorem 3.12, for ¢ > 0 small enough, the problem

—A® = in Q,
® =cA on 09,

admits at least a solution such that P(eX) < & < C(P(e)) + p). Let again

U = ®°. From Lemma 3.1, we still have —A¥ > s®? in the weak sense.
And V¥ is superharmonic; hence from the Herglotz theorem, ¥ > G(—AW).
Then

(3.54)

PsG(PP(N)) < G(—AT) < °* < CP3(e));
hence (3.53) follows as above.

ii) Let us set A\ = x/*. Then problem (3.54) still admits a solution ®
for ¢ > 0 small enough, and ¥ = ®° > sG(®%) = sG(V?/*) as above.
Moreover ® > P(x'/#); hence from Jensen’s inequality, ¥ > P*(k'/%) >
(P(1))=*P(k). Then

U > C.(G(V9/%) + P(r))
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for some C. > 0. That means that ¥ is a supersolution of the problem

{ “Ah=C.hQ/* i Q,

® =C.x on 09, (3.55)

in the integral sense. Then this problem admits a solution; hence « is (@ /s)-
admissible on 0f). O

Remark 3.13. Here also one can give an expansion of the solutions by
using Theorems 3.14 and 3.13.

Remark 3.14. If (H1) holds, we can make (3.53) precise for a pointwise
singularity for any a € 01,

o — oMV Ps,) Q> 1/(N - 1),
G(PR(%.) < CQ p if Q< 1/(N—1),
p(1+1In(jz — a|) ifQ=1/(N-1),
< P*(da) (3.56)

for any s > 0 such that s € [Q—2/(N —1),1], with C = C(N,Q,Q),
independent of a. This was proved in [6] when @ > 1, and the proof is
similar when @ < 1.

At last Corollary 3.11 gives us an existence result for the boundary prob-
lem (1.6) in the supercritical case:

Corollary 3.15. Let Q@ > (N +1)/(N —1) and A € L™(92) with
T>(N-1)(Q—-1)/2. (3.57)
Then problem (1.6) admits a solution for & > 0 small enough.

Proof. Let us define s, and R by

1 1

:;:—1+Q(r—1)’ R = Qsr.

We apply the second part of Theorem 3.14 to the measure A, with @ = 5@,
and R = Qsr = Qr. Assumption (3.57) reduces to r > (N + 1)/2Q’. Thus
R is subcritical: R < (N + 1)/(N — 1). And \™ € L'(99Q); hence AT is
R-admissible on 0. Then A is @-admissible on 0. 0

Remark 3.15. Notice that in the critical case @ = (N + 1)/(N — 1),
condition (3.57) reduces to 7 > 1, just as in Corollary 3.11, condition (3.41)
reduces to r > 1 in the critical case @ = (N +)/(N — 2 + 7).
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4. THE CASE OF A SYSTEM

4.1. Setting of the problem. We first consider the case of a system with
interior measure data and Dirichlet conditions on 9. First consider the case
of an isolated singularity at the point a € 2. We study the solutions of the
System
—Au = vP 4+ ad,, in Q,
—Av = ul + Bé,, in Q, (4.1)
u=1v=0, on 012,

with «, 8 > 0, in the weak (or integral) sense, which means

u=G(P) + ak,, v=Gu?)+ pE,.
The existence has been proved in [11] in the radial case. In the nonradial
one, some partial results are given in [16] for the case of the biharmonic
operator by constructing supersolutions radial with respect to a. The precise
behaviour near a of the solutions has been obtained in [5, Theorems 4.3 and
5.1], for regular functions in Q\ {a}. In particular one has the following
estimates:

Theorem 4.1. Assume (Sp). Let u,v € C*(Q\ {a}) be any solutions of
(4.1). Then there exists a constant C' > 0 such that

u+v<Clz—a*m (4.2)
near a.

This result comes from a pointwise comparison property between u and
vin Q : Any C? (Q\ {a}) solutions of system (4.1) satisfy for any domain
Y ccn

u < aB, 4+ (P (aH) 4 maxu in '\ {a}, (4.3)

with £ = ((¢+1)/(p+ 1))@t As a consequence, v satisfies an
inequality
—Av < C(vF 4+ E9), in '\ {a}

where P < N/(N — 2). Then the estimate on v followed from the Harnack
inequality. We shall give another proof in the sequel, and will also prove that
any solutions are in C2 (2\ {a}) in case (Sp) holds. Notice that if a > 0,
then from (2.8) one has ¢ = max(p,q) < N/(N — 2), and the local study of
the system is easy: from the Holder inequality

“Au+v) <ul+?P < (u+v)T+1 in Q\ {a},

and ¢ is subcritical, so that we are reduced to the scalar case; see [5, Theorem
4.1]. The delicate case corresponds to a = 0.
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Now consider more generally the system (2.5) in 2 :

—Au=vP +au in Q,
—Av=ul+ fpn in Q,
u=v=0 on J,

where p,n € M*T(Q), u,n # 0, and o, 3 > 0. The equations hold in the
integral sense as above. In particular, vP,ud € L' (2, pdz), and u,v € L'(Q).
Here also we look for existence results, estimates, and comparison results.
The case of measures is much more difficult, for several reasons:

1°) The existence with o # 0 does not necessarily imply ¢ < N/(N —2),
contrary to the case of a Dirac mass. It does not even imply that p is q-
admissible in Q. It only implies that G%(u) € L*(, pdz), since u? > G9(ap).
2°) The functions u,v are no more regular, and we have to solve technical
difficulties due to the lack of regularity.

4.2. Green’s estimates. Let us define for any v € [0, 1],
my = q(p —2/(N —2+7)). (4.4)
Notice that condition (S+) implies
m, <P <(N+7)/(N—-2+7).
Then using Theorem 3.9 we find the following.

Corollary 4.2. Letn € M*(Q) such that [ p7dn < +oo with v € [0,1]. If
(Sv) holds, then G1(GP(n)) € L*(2), and

GU(GP(n)) < CG™(n), (4.5)

for any m € (max(0,m,),q|, with C = C(N,p,q,m,n) (independent of n if
p > 1). In particular

GI(GP(n)) < CG®(n), (4.6)
and

G(GUGP(n))) < CG(n) (4.7)
with C = C(N,p,q,7,n).

Remark 4.1. For any p, ¢ > 0, the condition (4.6) is equivalent to
G(GP(n)) < CGPTD/(a+1) () (4.8)

Notice that condition (4.7) is not symmetric in p and g, since we have
supposed p < ¢, and p can be different from gq.
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4.3. First existence results. First let us give a general existence result
based on supersolutions.

Lemma 4.3. Let ju,n € M1 (Q) such that [, pdu+ [, pdn < +oco. Assume
that there exist U € L1(Q, pdx) and V € LP(Q, pdz) such that

U>GVP+ap), V>GU4 pn)
almost everywhere in Q). Then there exists at least a solution of problem (2.5),

such that G(ap) <u<U and G(fn) <v < V.

Proof. We can construct nondecreasing sequences (up,)n>0, (v )n>1 € LH(Q)
such that ug = 0, and

Un+1 = G(U% + 577), vn Z Oa
up = G(vh + au), VYn > 1,
G <on<V, Glog) Sun<U,  VYn>1
The function v; = G(8n) is well defined, and v; < V. Then v} € LY(Q, pdz),
so that u; is well defined in L(Q), and
up < GVP 4+ au) <U.

Then uf € LY(Q, pdz), so that v is well defined in L(€2), and

v <ve < GUT+ PBn) < V.

Then the construction follows by induction. Thus (vh) and (u#) are bounded
in L'(, pdx); hence (u,) and (v,) are bounded in L!(Q), from (P1). Then
Up — U, Uy — U, Up, — x1 and vh — 2 in L'(Q2) and almost everywhere in
) from the Beppo—Levy theorem. Then x; = u?, xyo = vP, and

u =GP+ ap), v =G(u! + Bn),

since G is continuous from L!(2, pdx) to L'(Q), from (P1). Hence (u,v) is
a solution of (2.5), such that u < U and v < V. O

Remark 4.2. The set ¥ of (o, 3) € Rt x Rt for which there exists a solution
of (2.5), is a neighborhood of (0,0). If (E, E) € ¥, then (o, 3) € X for any
a€[0,a] and € [O,E] , from Lemma 4.3. In particular, ¥ is star-shaped.

Now we prove Theorem 2.4. Notice that we suppose only that G9(u) €
LY, p'dx), and not that u is g-admissible in Q.

Proof of Theorem 2.4. We will construct a supersolution (U, V') of system
(2.5). Let (@, 8) # (0,0), and 6 = G9(aip) + Bn. Since (Cv) holds, we have
Jop7df < +o0. Since (Sv) holds, from Corollary 4.2, there exists co > 0
such that

G(G(GP(6))) < coGI0).
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Now let o = t/% and B = t8, with t € [0,1], and V = aoG(td) and
U = G(VP + au), where ¢; > 0 is a parameter. Then

U+ Bn < My(ab?GY(GP(t0)) + t6)
with M, = max(1,2¢71). Hence
G(U? + Bn) < My(ab% ey +)G(O) <V
as long as
My (ah® P ey 4+ 1) < ap. (4.9)
If pg > 1, the relation is satisfied for any ag > 0 for small ¢. If pqg < 1, it is
satisfied for any ¢ > 0, after choosing ag large enough. Then system (2.5)

admits a solution (u,v), for any «, 3 > 0 small enough if pg > 1, for any

a, 3 > 0if pg < 1. More precisely, we construct a solution for ax = t1/9q and
B = t( such that

v < aG(G ) + ).
In any case, (2.6) and (2.7) follow. O

Remark 4.3. In this theorem the measure G4(au) + (n is involved. Notice
that the question of existence (for small parameters o and (3) for problem
(2.5) relative to measures (au, 5n) is equivalent to the existence for the same
problem with measures (0, GY(au) + 4n), and also with measures (GP(5n) +
a1, 0). Indeed if for example (u,v) is a solution of problem (2.5) relative to
(ap, Bn), defining (uw,v) by © = u — G(ap) and v = v, then

u=G@"), v>MG@u!+ G ap)+ By

with M, = min(1,2'~/7); hence the problem with (0, G%(a) + 3n) has a
solution from Lemma 4.3. Reciprocally, if (U, V) is a corresponding solution
of the problem with (0,G4(au) + 1), then U = U + G(ap) and V = V
satisfy
U=G(V?)+Glap), V=M G(U)+G(Bn);

hence the problem with (au,n) has a solution. The particular role of
G%(ap) + Bn and not GP(n) + ap is due to the dissymmetry caused by the
fact that we can have p < q.

Now we apply Theorem 2.4 to the case of a pointwise singularity and show
that the result is sharp:

Corollary 4.4. Assumepq # 1. Let a € Q. Then system (4.1) has a solution
for any o, B > 0 (small enough if pqg > 1) with (c, 3) # (0,0) if and only if
N
N -2’

min(P, Q) < and q< N/(N —-2) ifa>0.
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Proof. The existence follows from Theorem 2.4. Reciprocally if system (4.1)
admits a solution with a > 0, then we have seen that ¢ < N/(IN —2); hence
(Sp) holds. Now suppose that there exists a solution with 8 > 0 and a = 0.
Then v > BE,, so that u > PG(EYL). Let B, = B(a,r) CC 2. Then there
exists a constant C). > 0 such that

G(z,y) > Cplw —y*

in B(a,r) and E,(y) > Cy |y — a/* " in B,. Now for any z € B(a,r/2)
G(Ef)(x)= / G(w,y)G"(y, a)dy > CP*! / o=y fy — o = dy

Q B(z,|z—al)
and B(z,|r —al|) C B(a,2|z — a|); hence, with new constants C,

G(ER)(x) 2 Cp o — o =TV |B(a, |z — al)| > Cp o — o 772

Then u? > C |z — a|®~ NP+ near a. But u? € L} .(€2); hence ((2— N)p+
2)g > N, which means (Sp) holds. O

4.4. Sufficient conditions of existence. The proof of Theorem 2.4 gives
a sufficient condition for existence.

Theorem 4.5. Let pg > 1. Assume that the measure = G9(u) +n satisfies
G(G1(GP(0))) < coG(0) (4.10)

for some cg > 0. Then the problem (2.5) admits a solution, for any a, 3 > 0,
(o, B) # (0,0) small enough, satisfying (2.6) and (2.7).

Remark 4.4. In the simple case p = ¢, the condition (4.10) is necessary
and sufficient, and it is also equivalent to the scalar condition

1, n are p-admissible in €2,

as can be shown easily by addition of the two equations. In the general case,
the question is more complex, because of the dissymmetry. In the case of a
pointwise singularity, condition (4.10) is also necessary, from Corollaries 4.2
and 4.4. For general measures, the problem is open.

Now we can give new sufficient conditions for existence, by using Theorems
3.10 and 4.5:

Corollary 4.6. Suppose that pg > 1 and
0 =Gu)+n is P-admissible in . (4.11)
Then problem (2.5) admits a solution for (a, 3) small enough.
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Proof. Let us apply the first part of Theorem 3.10 to the measure 6, with
R=Pand Q =p. Then s = (p+1)/(¢+ 1); hence there exists C > 0 such
that

G(GP(9)) < Cg(p+1)/(q+1(9)‘
Then with another C' > 0,

G(GY(GP(H)) < CG(GF(9)) < CG(H). O

This result reduces a part of the study of the existence to the scalar case:
it shows that the existence of a solution of the equation

—AD =3P + 0, in Q,
® =0 on 0,

for small € > 0 implies the existence of a solution of system (2.5) for small
a, B > 0.
Remark 4.5. The condition

w=p+GP(n) is g-admissible in Q, (4.12)

is also sufficient. Indeed it is stronger than (4.11): it implies

G(GY(G(n)) < CG(G () < CG(p)
since p is P-admissible in €2, because P < ¢. Also if 5 # 0, from the Holder
inequality, since p < q,

G(GP(n)) <CGPHI/ar)(Ga(n)) <CGPHI/ T () < C(G(n)+1) < CG().

4.5. Necessary conditions of existence. Now let us give necessary con-
ditions of existence. Suppose that system (2.5) has a nontrivial solution.
Since by definition ud,v? € LY(Q, pdz), and u > G(ap) and v > G(61),
necessarily

Gi(ap), GP(Bn) € LY(Q, pdzx). (4.13)

Now we prove a condition, which reduces the system to the scalar case, and
has to be compared to Corollary 4.6.

Theorem 4.7. Assume that the system (2.5) has at least a solution with
a # 0 (respectively 3 # 0). Then

u (respectively GP(n)) is Q-admissible in Q. (4.14)
Proof. We can assume p nonidentically 0. Let

f=ot/ar) and g=u+ fe LY(Q). (4.15)
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Now v = G(u?+n), and p < g¢; hence from Lemma 3.1 with § = (p+1)/(q+1)
if p < ¢, we have pv®=9/(¢+Dya ¢ L1(Q) and

—A(pPT/ @ty > Iilv(pfq)/(qﬂ)uq
q+1
in the weak sense. Then
p+1

_Ag > 2T -9/ (pH1) (4 q .
92—/ (u? + f9) + ap;

hence
—Ag > Cg% +ap (4.16)

in the weak sense, with C' = C(p, ¢) > 0. That means g is a supersolution of
a scalar equation with the new parameter Q.
Then there exists a solution of

_ — KR i
e e e
and the conclusion follows. 0
Remark 4.6. The existence also implies that
G9(p) (respectively 1) is p-admissible in Q. (4.18)

Indeed if  # 0, GP(n) is Q-admissible in  from (4.14), then it is p-
admissible in €2 since p < Q; hence 7 is p-admissible in 2 from Remark
3.5. But the existence for the pair (u,n) also implies the existence for
(0, G4(p) 4+ n); hence if o # 0, then G9(p) is p-admissible in €.

As a consequence, we also get properties relative to the size of «, (:

Proposition 4.8. Assume pq > 1 and pu,n # 0. Then the set ¥ of (a, ) €
R* x R for which there exists a solution of (2.5) is bounded.

Proof. The problem (4.17) has a solution; hence « is bounded, since Q > 1.
Let 1 > 0 be the eigenfunction for A; such that fQ p1dx = 1. Now from
(4.16),

)\1/ggpldx:/g(—Agol)de/chpl dz (4.19)
Q Q Q

since dp1/0n < 0. Then fQ gp1 dr < )\}/(Qfl), since Q > 1, from the Holder
inequality. Now from (4.15) and

/ g1 dr > / wpy dr > / G(vP)p1 dx > Bp/ GP(n)p1 dz;
Q Q Q Q
hence ( is bounded. 0
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Remark 4.7. Consider the limit case pg = 1. As in Remark 3.6, a sufficient
condition for existence (for any «, 5 > 0), is that Myco < 1, from (4.9). We
have also A\; > 1 as a necessary condition, from (4.19).

Remark 4.8. Another consequence of this section is that we can find again
the result of Corollary 3.11 by using a system. Let Q@ > (N +~)/(N —2++)
with v € [0,1] and r satisfying (3.41). Let p € M™(Q) such that [, pdu <
400 and G¥(u) € L™(Q, p¥dx). Let us define p and ¢ by

¢q=Qr andp=Q/(Q(r—1)+1). (4.20)
Then p < g, and

Q=p@+1)/(p+1)=Q, and P=gq(p+1)/(q¢+1)=pr;

hence, P <(N 4 v)/(N + v — 2). Then system (2.5) with coefficients p and
g and measure data (u,n) with n = 0 admits a solution for small «, since
G9(p) € LY(, p¥dz). Then y is Q-admissible in 2, from Theorem 4.7, which
proves the first part of Corollary 3.11. In fact it was our initial proof of the
result.

4.6. Comparison properties. Using the results of Section 3.8, we get a
first result of comparison of the solutions in the subcritical cases, fundamen-
tal for obtaining a priori estimates:

Corollary 4.9. Let p,n € M1(Q) be such that [ p7dp + [ pYdn < +oo.
Under the assumption (Sv), any solution (u,v) of system (2.5) such that
ud € LY(, pdx) satisfies the inequality
u < G(ap) + Cv* (4.21)

in Q, for any s € (max(0,p —2/(N — 2+ 7)), 1], where C = C(N,p,q,s,7).
In particular

u < Goy) 4+ CoPr/ (@) (4.22)
with C = C(N,p,q,n).

Proof. We apply Theorem 3.9 to measure
X = —Av =u’+ fn,

with @Q = p. Since prVd,x < 400, and p < P < (N +7)/(N =2+ 7), we
find
G(G*(x)) < CG*(x),
which means
G(o") = u - Glap) < Cv';
hence (4.21) follows, and (4.22) with s = (p+1)/(¢ + 1). O
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Now we prove that the result of comparison (4.22) between the solutions u
and v is in fact completely general, available for any solutions of the system.
In the proof we have to solve some technical difficulties, due to the lack of
regularity of the solutions. We need a lemma, which is an extension of the
Kato inequality.

Lemma 4.10. Let U = G(u) + P(\), with p € M(Q) and X\ € M™T(99Q).
Let F € LY(Q, pdz). Suppose that

u>F inD(Q), and FU™ >0, a.e. inf.
Then U > 0 almost everywhere in €.

Proof. Let 0 = AU — F = uy— F > 0, and 0, € D), fn, € D(Q),
An € C®(09), 0y > 0 and A\, > 0 be such that o,, converges weakly to o, f,
converges strongly to F in L'(Q, pdz), and )\, converges weakly to \. Let
U, = G(fn+0n)+ P(A\y). For any € > 0, let
Jet) = (2 +)V2 —¢, ift<0,  j.(t)=0, ift>0.
Then
—AG=(Un)) < 52(Un)(fo + 0n) < Ge(Un) fn

in the classical sense, since j. is convex and nonincreasing. Hence
[ 580t < [ U g da
Q Q

for any nonnegative & € Cé’l(ﬁ), since U, > 0 on 0. Now U, converges to
U strongly in L' (£2), from (P2) and (P3), and after an extraction almost ev-
erywhere in ). Then we can pass to the limit on each side from the Lebesgue
theorem, since j(t) < |¢| and |5'(¢t)] < 1. And jL(U)F < 0 by hypothesis;
hence

[ iwi-agdn <o,
Then we pass to the limit as € — 0 and get
/ U~ (—A8)dz < 0.
Q

Taking £ = G(1), we deduce that U~ = 0; hence U > 0 almost everywhere
in Q. O

Remark 4.9. This result is a consequence of [14, Lemma 1.5] when y = F
€ LY(Q, pdz). More generally, for any U = G(u) + P(\) with u € M(Q) and
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A € M(09), such that p > F in D'(Q), where F € L' (2, pdz), we have, for
any nonnegative £ € Cé’l(ﬁ),

) oe
/QU (—Af)dm+/{U<0}F£dxg/m(—%)d(A )

We deduce the following, which proves in particular Theorem 2.6:

Theorem 4.11. Let p,n € M*(Q) be such that [ pdp+ [ pdn < +oc.
Let u,v >0 be such that ud,v? € L*(Q, pdx), satisfying

0 < —Au <P+ au,
—Av > ud,

in the weak sense. Then
u(z) < G(ap) + o(ax)PHH/aHD) (4.23)
almost everywhere in Q, with € = ((¢ +1)/(p + 1))+,

Proof. Let ¢ > 0. The function f = (v + ¢)®*+D/(@+D) is superharmonic,
since p < ¢. From Lemma 3.1, we have (v+4¢)P~9/@+Dyd ¢ LY(Q, pdx) and

—Af > Zil(v +g)Pma)/(a+)ya — ]ilf(pfq)/(pﬂ)uq

q+1 q+1
in the weak sense, hence in D’(Q). That means we can write
_Af= PR oo/ e 4y
qg+1

with o > 0. Now fPa+D/(+) — (y 4 )P € L1(Q, pdx) and
—Au— aG(p)) < P < fPatb/e+l) — plp=a)/(p+1) ra
in the weak sense. Then by difference
—A(Uf + aG(p) —u) > £-9fP=0/ P+ (ya _ g9 pa)

in D'(2), and u?— 97 > 0 almost everywhere on the set {u > £f + aG(u)}.
Now we can apply Lemma 4.10 to the functions

U=I(f+aG(p)—u and F="9fe-0/+D) e _ gafa),
Then U > 0 almost everywhere in € and
w(z) < aG(p) + (v + )P/ (a+D)

almost everywhere in 2 . Going to the limit as e — 0, we get (2.9). O
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Remark 4.10. Under the assumptions of Theorem 2.6, the function U =
u — aG(u) satisfies the inequality

~AU > U (4.24)

in the weak sense, which is interesting to compare with (4.16) and (4.25).
In particular when p = n = 0, we find the system of inequalities in €2

—Au > uQ,
{ —Av < vF.
4.7. A priori estimates.
Proof of Theorem 2.5. Let u,v be any solutions of the problem (2.5).
Then from Corollary 4.9 we have, for some C' > 0,

—Av < (G(ap) + CU(P+1)/(Q+1))q + B
in the weak sense. Hence with another C,
—Av < CvP + CGap) + Bn. (4.25)

That means that v is a subsolution of a problem of the form (1.5) with
Q = P and with the measure CG(apu) + Bn. Now v = G(u? + (n), and
Jo Y (uidx 4+ Bdn) < 400 by hypothesis. Thus we can apply Theorem 2.3
and Remark 2.6 to deduce that with another C,

v < CG(GY(p) +m).

And (2.6) follows, since also u > G(); hence

v = G(u? + Bn) = G(GY{ap) + ). (4.26)
Then

u=G"+p) < CGGP(GY (1) + GP(n) + ), (4.27)
and (2.7) follows, since from (4.26)
u > G(GP (G (ap) + Bn) + p).-

Remark 4.11. If moreover the measure p is g-admissible in €2, then

G(GP(GY(n) < CG(G"(n)) < CG(p)
for some C' > 0, since p < (N 4+ )/(N — 2 + ). Thus the estimates imply

Glap+pn) <u+v < CG(p+n).

In particular in the case of an isolated singularity a € §2, the measure ¢, is
g-admissible in © from (2.8). Thus we find again the result of [5].

In the case of measures 4 and 1 with compact support, we get local results
as in the scalar case:
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Theorem 4.12. Let p,n € MT(Q) with u + n with compact support K.
Assume (Sp). Then for any regular domain Q' such that K C Q' CC Q,
there exists C' > 0 such that

v<C'(GGY () +n)+1)  ae inQ. (4.28)
Proof. We have v € LF (Q) for any k € [1, N/(N —2)), and from (4.25),

loc
—Av < CvP +CGYap)  in D'(Q\K).

Now G(u) € CYHQ\K), and P < N/(N — 2); hence by bootstrap v €
L®(Q\K). This implies that u € C°(Q\K); hence v and u € C?*(Q\K).
In particular v is bounded on 9€Y'. Let y be harmonic in €, such that y = v
on 9, and let z =v —y > 0 in €. Then there exists C’ > 0 such that

~Az < C(z+y)P +CG%ap) + Bn
< 2P +CG%ap)+Bn+C"  inD(QD),
and z = 0 on 9. Hence (4.28) holds from Theorem 3.6. O

4.8. System with interior and boundary measures. Here we extend
the previous results to the general case of systems

—Au=o"+ap,  —Av=ul+fn, in €,
U= a\, v =Pk on 0f)

where i, € M*(Q) such that [, pdu+ [, pdn < +o00, and A, k € MT(9Q),
and «, 3,a, 3 > 0. The problem is still taken in the integral sense, so that
any solutions satisfy u? vP € LY(Q,pdx). And v > G(ap) + P(a)) and
v > G(Bn) + P(BkK), so that in particular the existence implies

G(ap + PP(Bk)) + Pi(aN) e LYQ,pdz), (4.30)

GP(Bn + P1(a\)) + PP(Bk) e LYQ,pdzx). (4.31)
Here also we can reduce the problem (4.29) to an interior problem. We get
the following:

(4.29)

Theorem 4.13. Let p1,n € M*(Q) be such that [, pdp+ [o,pdn < +oo,
and A\, k € MT(99).
(1) Assume that (S1) holds, and

GUp) € L'(Q,pdx),  PI(A) € LY(Q, pda), (D1)
or, more generally, that the measure

© =G u+ PP(k))+n+ PI(N\) is P-admissible in . (4.32)
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Then system (4.29) admits a solution for o, 3, & and [5‘ small enough if pq >

1, for any o, B8,&, 8 > 0 if pg < 1, such that for some C > 0,

v < C(G(GY(p+ PP(k))) +n+ PYUN)) + P(k),

u < Clu+ PP() + GP(G(u+ PP(x)) + GP(n + PI(N)) + P(V).
(ii) If (S1) and (D1) hold, then any solutions of (4.29) such that u €
L1(Q, pdz) satisfy these estimates, and

u < G(ap) + P(aX) + Cv°
in Q, for any max(0,p —2/(N — 2+ ) < s <1, and for some C > 0.
(7i1) Any solutions of (4.29) satisfy with another C' >0
u < Glap) + P(a\) + Co®P+i/a+h),

Proof. First (S1) and (D1) imply (4.32). Indeed P(k) € L*(Q, pdx) for any
kell,(N+1)/(N —1)),from [6], hence for k = p, since p < (N+1)/(N—1)
from (S1). Now let us apply Theorem 3.14 to k, with @ = p and R = P.
We find
GI(PP(k)) < CP¥ (k)
for some C' > 0. Now P < (N 4+ 1)/(N — 1); hence with a new C > 0,
G(GU(PP(r))) < CG(PP(k)) < CG(k);

thus GY(PP(k)) is P-admissible in 2. Then from (D1), (4.32) holds.
Now assume (4.32). Here again we can reduce the problem to an interior

one, by setting u = P(&\) 4+ U and v = P(fk) + V. We get
—AU = (P(BK) + V) + o, in Q,

—AV = (P(a\) +U)4 + Bn in Q, (4.33)
U=V=0 on 0f);
hence we can apply Theorem 2.4 to (U,V) and get (i). Then (ii) and (iii)
follow from Theorems 2.5 and 2.6, and Corollary 4.9. O
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